MD-06-SP508B4C

SHA

DmventoExcel
Robert L. Ehrlich, Jr.Governor Stﬂiﬁ Robert L. FlanagarSecretary
Michael S. Steeld,t. Governor Admlmstratlon Neil J. Pederseddministrator

Maryland Departn

STATE HIGHWAY ADMINISTRATION

RESEARCH REPORT

Optimization of Work Zone Decisions through Simulation

PAUL SCHONFELD
NING YANG, SHIN-LAI TIEN
UNIVERSITY OF MARYLAND

FINAL REPORT

July 2006



The contents of this report reflect the views of the author who is responsible for the facts and the
accuracy of the data presented herein. The contents do not necessarily reflect the official views or

policies of the Maryland State Highway Administration. This report does not constitute a standard,
specification, or regulation.



Technical Report Documentation Page

1. Report No. 2. Government Accession No. 3. Recipient's Catalog No.
M D-06-SP508B4C
4. Title and Subtitle 5. Report Date
July 2006
Optimization of Work Zone Decisions Through Simulation 6. Performing Organization Code
7. Author/s 8. Performing Organization Report Njp.

Paul Schonfeld, Ning Yang, Shin-Lai Tien

9. Performing Organization Name and Address 10. Work Unit No. (TRAIS)

University of Maryland 11. Contract or Grant No.

Department of Civil and Environmental Engineering

College Park MD 20742 SP508B4C

12. Sponsoring Organization Name and Address 13. Type of Report and Period Covered
Final Report

Maryland State Highway Administration 14. Sponsoring Agency Code

Office of Policy & Research
707 North Calvert Street
BaltimoreMD 21202

15. Supplementary Notes

16. Abstract

Highway maintenance, especially pavement rehatiditeor resurfacing, requires lane closures, wiiiahgreatly affect traffic
performance and traffic safety due to the redudiomad capacityThe objective of this research is to develop a aetmgnsive
work zone evaluation and decision support toohighway maintenance planning and traffic managemlam development.
In the first part of this report, a work zone coxidel is developed based on three approachesn @naytic method for stead
traffic inflows; (2) an analytic method for timeendent traffic inflows; and (3) a simulation methavhich uses CORSIMg
widely-used simulation program, to evaluate workezoonditions in a user-defined roadway network.

In the second part of this study, work zone optatian models are developed based on the above ithedgods. When usirfg
the analytic method for steady traffic inflows, lased-form minimized total cost can be obtainedulgh differential calculut
When the analytic method for time-dependent traiffitows or the simulation method is used, a nedéyeloped heurist
algorithm, named two-stage modified simulated ahng#2SA), is employed for optimization.

(92

17. Key Words 18. Distribution Statement: No restrictions
Work Zone, Cost, Optimization Thisdocument is available from the Resear ch Division upon
request.
19. Security Classification (of this report) 20. Security Classification (of this page) |21. No. Of Pagef22. Price
None None

Form DOT F 1700.7 (8-72) Reproduction of form and completed page isauthorized.



EXECUTIVE SUMMARY

This report is the product of a project entitledptitnization of Work Zone Decision
through Simulation” conducted at the University Mfaryland, College Park, under the
sponsorship of the Maryland State Highway Admiaistm (SHA). The objective of this
research is to develop a comprehensive work zoatiaon and decision support tool for
supporting highway maintenance planning and traff@magement plan development. This tool
may be used to evaluate different work zone planaell as to optimize various decisions on
work zones characteristics and traffic control plam order to minimize the combined total
costs for highway agencies and users. In this sttwly analytic methods and a simulation
method are developed to calculate the work zonts eah different work zone characteristics
for the work zone plan evaluation and optimizatiblsers may choose to use the analytic
methods or the simulation method, depending onatralability of data, the level of detall
desired for the analysis and the allowable runriinge. A software package incorporating
proposed analysis methods is developed and a ugarde for the software package is
provided in the appendix to this report.

Highway maintenance, especially pavement rehatiditaor resurfacing, requires lane
closures, which can greatly affect traffic performoa and traffic safety due to the reduction in
vehicle capacity. Good decisions on work zone attarstics, such as lane closure strategy,
scheduling, work zone configuration, work rate aradfic control strategy, can significantly
increase the work efficiency and safety as welldasrease the negative impacts of traffic
disruption.

In the first part of this work, a work zone cost debis developed based on three
approaches: (1) an analytic method for steadyi¢rafflows; (2) an analytic method for time-
dependent traffic inflows; and (3) a simulation ho&t, which uses CORSIM (which is short
for “Corridor Simulation”), a widely-used simulatioprogram, to evaluate work zone
conditions in a user-defined roadway network. Froase studies, we find that CORSIM
estimates higher delays than the analytic methoderuuncongested traffic conditions and
lower delays than the analytic methods under cdadesonditions. This can be explained by
the inability of CORSIM to calculate the delaystio¢ vehicles that cannot enter the network as

the queues spill back beyond traffic entry nodesnmover-saturated road network.



In the second part of this study, work zone optation models are developed based on
the above three methods. When using the analytibadefor steady traffic inflows, a closed-
form formulation of the total cost can be obtain€lassic optimization methods using
differential calculus are applied to identify theeferred solutions.

When the analytic method for time-dependent traffitows or the simulation method is
applied, we have no simple expressions for thectibg function in terms of the decision
variables. Therefore, a heuristic optimization altp, named two-stage modified simulated
annealing (2SA), is developed to search in solutspace for an optimized solution.
Optimization models based on the analytic methadifve-dependent traffic inflows (A2SA)
or the simulation method (S2SA) are proposed astedethrough numerical examples. In
order to reduce the computation time and effortlevkeeping a desirable precision level, a
hybrid approach (H2SA), is proposed. In the twayesaof the optimization algorithm, the
analytic method is applied in theitial Optimizationstep and the simulation method is used in
the secondRefined Optimizatiostep. The numerical experiment shows that H2SAotdain

optimized results close to S2SA.
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Chapter 1 Introduction

1.1 Background

The prosperity and economic growth experiencechaWnited States during the 1990s
contributed to an increase in demand for many madesurface travel. However, a large
fraction of the nation’s current transportationrastructure has reached the end of its design
life. The deterioration of the national highway teys severely affects wear-and-tear on
vehicles, fuel consumption, travel time, congestimmd comfort, as well as public safety. To
maintain the highway infrastructure while traffiontinuously increases, state and federal
transportation agencies have shifted their focosfbuilding new highways to maximizing the
performance of existing surface transportation esyst Highway maintenance and
reconstruction activities are likely to increaseniimber, duration, and scope in the near future.

In order to perform such activities on roadwaygynsents of lanes and shoulders are
sometimes closed to form work zones. This can lyredtect traffic performance and traffic
safety since vehicle capacity is reduced.

Good decisions about work zone characteristicsh sasclane closure scheduling, work
zone configuration, work rate and traffic contrtlagegy, can significantly increase the work
efficiency and safety as well as decrease the ivegapact of traffic disruption. The total
cost, including both agency and user cost, is & wseful and appropriate measure for
evaluating the work zone decisions. It is worthehd develop appropriate work zone analysis
methods which can aid highway agencies in devetppost-effective highway maintenance or

reconstruction plans.

1.2 Resear ch Objective

The objective of this research is to develop a aetmgnsive work zone evaluation and
decision support tool for supporting highway manatece planning and traffic management.
This tool should be usable not only for evaluatthitfjerent work zone plans but also for
automatically searching for optimal solutions te following questions:

(1) What are the best construction periods, includiagting times, pauses and ending times,

given time constraints?

Page 1 of 127



(2) What are the most advantaged work zone lengths?
(3) What kind of work zone configuration is preferabl@.g. number of closed lanes,
crossover), depending on circumstances?
(4) How much traffic (if any) should be diverted to ethroutes if such detour routes are
available?
(5) What should be the proper work rate and the coomdipg work cost?
A user-friendly software package is also develofetnplement the methods developed
in this research project.

1.3 Resear ch Scope and Tasks

The research issues covered in this study can h&dared on two levels. The first level
is the evaluation of the work zone impacts givezedain set of input variables. Based on the
performance measurement model formed in the fesel| the optimization of the input
parameters can be performed in the second levatre§ponding to these two levels, two
analysis tools are provided in this project: (I3@nario Comparison Tool and (2) a Decision
Optimization Tool.

Based on the methods of the analysis, the scoplesobtudy covers (1) analytic models
and (2) a simulation model for evaluating work zampacts. Based on highway configuration,
the scope of this study covers (1) two-lane two-Wghway work zones and (2) multiple-lane
two-way highway work zones. Based on traffic floatterns, the scope covers (1) steady
traffic inflows and (2) time-dependent inflows. Bdson detour type, the methods cover three
cases: (1) no detour, (2) a single detour and (8)iple detour paths. The correlations between
different scope categories are displayed in Figlrésand 1.2.

The following tasks have been completedhis tesearch project:

» Identification of characteristics of work zone og@wns and specification of important
work zone decisions.

» Determination of performance measurements to etailuark zone impacts.

» Development of performance measurement model f@ngwork zone characteristics
based on analytic method.

* Development of performance measurement modelif@ngwork zone characteristics
based on simulation method.
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» Development of optimization model for work zone idems. The subtasks include:
The specification of the scope of the optimizedkvaowne decisions, the formulation of

the objective function and the development of thgnaization algorithm.

Evaluation of Work Zone I mpacts

Analytic Method Simulation Method
I |
Two-lane Multiple-lane Multiple-lane
Two-way Two-way Two-way
Highway Highway Freeway
I I
I |
Steady Traffic Time- Time-
Inflow dependent dependent
Traffic Inflow Traffic Inflow
No Single Predefined No User-defined
Detour Detour Multiple Detour Single or
Detours Multiple
Detour:

Figure 1.1 Scope of Level 1
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Optimization of Work Zone Decisions

Based on Analytic Based on Hybrid Based on Simulation
Method Method Method
| | A 4
Two-lane Multiple-lane Multiple-lane Multiple-lane
Two-way Two-way Two-way Two-way
Highway Highway Freeway Freeway
I [
A 4
Steady Traffic Time- Time- Time-
Inflow dependent dependent dependent
Traffic Inflow Traffic Inflow Traffic Inflow
No Single Predefined No User-defined
Detour Detour Multiple Detour Multiple
Detours Detours

Figure 1.2 Scope of Level 2

1.4 Technical Approaches

The total cost@y) spent on completing per lane mile maintenancekvi®iused as the
major performance measurement to evaluate a wark ptan consisting of certain work zone
characteristics, such as work zone lengths, worke zconfiguration. The total cost can be
expressed as a function of work zone charactesistic

G- = Cy (work zone characteristics)
= Cu (work zone characteristicsCh (work zone characteristics) (1-1)
where Cy is total cost,Cy is maintenance cost, or supplier cost, &dis user cost. The

controllable variables affectinGy include work zone length, fixed setup cost, andrage
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maintenance cost per unit length; the controllatdgables affectingCy include work zone
length, traffic volumes, speed, diverted fracti@ihsletours are available), etc.

The user cost mainly depends on the users’ timgevahd the delay times caused by work
zones. In this study, two approaches are appliegstinate the user delays. One is an analytic
approach, which includes an analytic method foadydraffic inflows and an analytic method
for time-dependent traffic inflows. The other isieulation approach, which uses CORSIM, a
commercial simulation program, to simulate workeaonditions.

The objective of the work zone optimization problerto find the optimal work zone
plan which can minimize the total cost for the n@ance work. The objective function for
work zone activities can be expressed as follows:

MinCr=Cn+Cy (1-2)

The decision variables are major controllable \#des affecting the costs. Some
constraints such as work time constraints are densdl.

When the user cost is estimated with the analytthod for steady traffic inflows, a
closed-form equation for the total cost can beiakth Classic optimization methods based on
differential can be used to find the optimum salns.

When the user cost is obtained from the analyti¢thot for time-dependent traffic
inflows or the simulation method, we have no simgteressions for the objective function in
terms of the decision variables. Therefore, a lsiaroptimization algorithm, named two-stage
modified simulated annealing algorithm (2SA), iveleped to search the solution space and

find an optimized solution.

1.5 Organization of Report

To achieve the above research purposes, this repsists of the following nine chapters.
The interrelations among these chapters and tie®eldpment sequence are shown in Figure
1.3.

The focus of each chapter is detailed below.

Chapter 1, “Introduction,” contains background mf@ation, research objectives, and the
technical approach used in this study.

Chapter 2, “Literature Review,” focuses on reviegvnesearch performed in the previous

ten years that is considered relevant to the projgectives.
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Level 1 Evaluation of Work Zone Il mpacts

Ch.1 Introduction

A 4

Ch.2 Literature Review

A 4

Ch.6 2SA Algorithm

A 4

A 4

A 4

Ch.5 Optimization
Based on Analytic Method
under Steady Traffic

Inflows

Ch. 7 Optimization
Based on Analytic Method
under Time-Dependent

Traffic Inflows

Ch.8 Optimization
Based on Simulation
Method

»
L

Work Zone Optimization
through Hybrid Method

Ch. 9 Conclusions and
Recommendations

Figure 1.3 Interrelations among Chapters

In Chapter 3, “Analytic Model of Work Zone,” analytmodels are developed to evaluate

the traffic impact caused by work zone lane closuBoth steady traffic inflows cases and

time dependent traffic inflows cases are discussed.
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In Chapter 4, “Simulation Model of Work Zone,” sitation method is applied to evaluate
work zone impacts. Work zone conditions are sinedlatising a microscopic simulation
program, CORSIM.

Chapter 5, “Work Zone Optimization based on AnalyModel for Steady Traffic
Inflows,” presents an optimization method for warknes under steady traffic volumes.
Tradeoffs between construction time and cost ansidered.

The purpose of Chapter 6, “Two-Stage Modified Semed Annealing Algorithm,” is to
introduce an optimization algorithm developed foorkv zone optimization based on the
analytic method for time-dependent traffic infloausthe simulation method.

Chapter 7, “Work Zone Optimization based on Analyilodel for Time-dependent
Traffic Inflows,” applied the optimization algoritihdeveloped in Chapter 6 to the optimization
based on the analytic method for time-dependefiictiaflows.

Chapter 8, “Work Zone Optimization based on Simatat Model,” applied the
optimization algorithm based on the simulation rmdthA hybrid method, labeled H2SA, in
which both the analytic model and the simulationdeloare used to evaluate work zone
solutions in the optimization process, is also tlgyed. A case study is used to compare the
performances of optimization based on analytic wash optimization based on simulation
methods and optimization through hybrid method.

Chapter 9, “Conclusions and Recommendations,” sumgs the significant research

results of this study. Recommendations for furtiesearch are also discussed.

1.6 Summary

In this chapter, after the introduction of the bgrckind of this study, the research
objectives are presented. Then we discuss the sauwered by this project and the research

tasks. Approaches to accomplish the tasks ardynfoduced.
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Chapter 2 Literature Review

The purpose of this chapter is to concisely reviearelevant literature on the operation,
management and optimization of highway work zoifiéss chapter is organized into 4 major
parts: (1) work zone operation and managementw&k zone cost estimation (3) delay
estimation at work zones, and (4) work zone optatidan.

To evaluate the impact caused by work zones, tlsec ldnaracteristics of work zones
should be defined. Those characteristics are dscusinder work zone operation and
management issues.

In quantifying the impacts of a work zone, the masnmonly considered factors are: (1)
traffic delay and safety, (2) project cost, (3) swactability and (4) environmental impact
(Matrtinelli and Xu, 1996). User costs are includedraffic delay and safety. Among the
above factors, the first two factors are the madely used.

It is natural for researchers to relate the desigwork zone characteristics with the work
zone impact evaluation through optimization methddsose studies are briefly reviewed in
this chapter.

2.1 Work Zone Operation and M anagement

A work zone is defined in the Highway Capacity Mahas an area of a highway in which
maintenance and construction operations are tgkange that impinges on the number of lanes
available to traffic and affect the operational retweristics of traffic flowing through the area.
To evaluate the impact caused by work zones, theacteristics of the work zones must be
specified. Work zone characteristics of concerrluighe such factors as work zone length,
number and capacity of lanes open, duration of dosures, timing of lane closures, posted
speed, and the availability and traffic charactessof alternative routes.

Work zone length is an important issue that has bre&tively neglected. In general,
longer zones tend to increase the user delayghbuhaintenance activities can be performed
more efficiently (i.e., with fewer repeated setuipslonger zones (Schonfeld and Chien, 1999).
In practice, such lengths have been usually dedigmeeduce costs to highway agencies rather

than users.
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The lane closure type is one of the major factdrkwaffect the vehicle capacity in work
zones and it also affects agency costs to a caadiedegree. There are three main lane
closure types for work zones: partial lane clostud, lane closure and crossover (Pal and
Sinha, 1996). In a partial lane closure one or nt@nes are closed in one or both directions,
but not all the lanes in one direction are closgdukaneously. Traffic cones, drums, or
concrete barriers are used to close the lanesamotenance and rehabilitation activities are
performed on the closed lanes. During full roacsate, traffic is detoured, allowing full access
to roadway facilities. Under the appropriate caods, a full closure can be an effective way
to complete projects with shorter duration and kfety risks. Departments of transportation
in Oregon, Kentucky, Michigan, Ohio, Washingtond dbelaware have experience in using a
full closure approach to conduct road rehabilitatieconstruction projects (FHWA-OP-04-
009, 2003). In a crossover arrangement, all lamese direction are closed and both direction
of traffic is brought to one side of a highway. Deethe additional cost of constructing the
crossover facility, the fixed set up cost in caskesrossover is always higher than in cases of
partial lane closure at sites. However, in a cresstane closure strategy sufficient working
spaces are available, which may improve the safdétyhe workers and increase their
productivity as well as the quality of their workt is noted that sometimes closed lanes may
include not only maintained lanes, but also add#ldanes which are used to provide access to
and from the work site for maintenance and constmcovehicles or provide buffer space to
separate traffic and work sites from safety comnsitien.

Since travel demands are time-varying, work zomedualing can greatly affect the traffic
impact caused by lane closures. Work zones carategarized into three designations: (1)
short-term sites, at which maintenance work lasss khan one day (24 hours) (Jiang, 2003);
(2) intermediate sites, at which work lasts ovee day but less than four days; (3) long-term
sites, at which work lasts more than four days (#aii, 1988). Unlike in long-term projects
which continuously occupy the road space for sévdeys or months, short term and
intermediate work zones are often limited to tmeetidefined in some construction windows,
e.g. off-peak daytime, nighttime periods, or weekgeriods, in order to avoid the higher

volume daytime hours and associated traffic delays.
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2.2\Work Zones Cost Estimation

Work zone costs may be classified into two catexgor{1l) agency costs and (2) user
costs.

Agency costs are those expenses required to fthislwork zone activities based on the
work types. Those normally include labor costgjigapent costs, material costs and traffic
maintenance costs. Underwood (1994) analyzed th& dwration and the maintenance cost
per 10,000 rhfor five different roadway maintenance activitis., surface dressing, asphalt
surface, porous asphalt, 10% patching, and milhag. The average maintenance costs were
calculated based on prices quoted to highway aitigteom the summer of 1993.

User costs also receive great attention in workezanalysis because they tend to
dominate other costs and because community conegithseactions to work zone activities
affect many aspects of work zone decisions. Usstscare usually evaluated considering at
least three components: (1) travel time delay ¢q8)sadditional vehicle operating costs and
(3) work zone related accident (crash) costs (Najad Soares, 2001; USDOT/FHWA, 1996).

Delay costs result from increases in travel timeodgh the work zone-from speed
reduction, congestion delays, or increased distanae a result of taking a detour
(USDOT/FHWA 1989). Typically, the delay cost cam teetermined by multiplying the user
delay by the value of user time (Wall, 1998). S#sdion user delay estimation will be
introduced in the next subsection.

Vehicle operating costs are the costs associatétlomining, operating, and maintaining a
vehicle including: fuel consumption, tire wear, mtanhance and repair, and so on. Many
factors such as vehicle characteristics, vehickedproad geometrics, road surface type and
condition, environmental factors can affect vehmpberating costs. Vehicle operating costs can
be formulated empirically or mechanistically, deteristically or probabilistically. In many
studies, vehicle operating costs were formulatedguslassical regression analysis of historic
information (Booz Allen & Hamilton, 1999; Berthelahd etc., 1996; etc.).

Accident (crash) costs are related to the histbdsh rate, vehicle miles of travel, delay,
work zone configuration, and average cost per cr@sash rates are commonly specified as
crashes per 100 million vehicle miles of travel1® VMT). Overall crash rates for the

various functional classes of roadway are fairlfl wstablished. Crash rates for work zones,
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however, are not easy to estimate due to the khamount of data and the variety of work
zone types. McCoy et al. (1980) found the average was 30.8 crashes per 100 million
vehicle miles (acc/100 mvm) on I-80 in Nebraskaneein 1978 and 1984. Pigman and Agent
(1990) found that the work zone crash rate varrethf36 to 1,603acc/100 mvm on different
highways based on the crash data collected fromKergucky Accident Reporting System
(KARS) for the 1983-1986 periods. Chien and Schidnf2001) determined work zone crash
cost from the crash rates multiplied by the proaiidhe user delay and average cost per crash
and then divided by work zone length.

2.3Work Zone Delay Estimation

The delays related to work zones can be classifigal five categories (Jiang, 1999;
NJDOT Road User Cost Manual, 2001): (1) decelenatielay by vehicle deceleration before
entering a work zone, (2) moving delay by vehiglessing through work zones with lower
speed, (3) acceleration delay by vehicle accetaratiter exiting work zone, (4) queuing delay
caused by the ratio of vehicle arrival and dischargtes, and (5) Detour Delay by the
additional time necessary to traveling the excéstamce the detour imposes.

Over the years a number of manual and computeapptdoaches have been developed
for estimating the work zone delays (McCoy and Betg, 1987; Schonfeld and Chien, 1999;
Venugopal and Tarko, 2000; Chien and Schonfeld1280d Chien et al., 2002; etc.).

2.3.1 Analytic Method
2.3.1.1 Delay Models

Two well-known methods are widely used to analyaeeuing delays caused by
bottleneck: (1) the deterministic queuing modeldrgham and Wang, 1981; Dudek and
Rechard, 1982; Morales, 1986; Schonfeld and CHi®A9) and (2) the shock wave models
(Richard, 1956; Wirasinghe, 1978; Al-Deek et a093, etc.).

The deterministic queuing analysis is recommengedhe Highway Capacity Manual
(HCM) as the standard delay estimation techniqueffeeway zones (TRB 1994). 1t is
essentially a graphical procedure using a detestiingueuing diagram with the x-coordinate

as time and the y-coordinate as the cumulative murbvehicles.
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In the shockwave model, the traffic flow is assuntedbehave like a fluid, and a
backward shock wave develops when demand excegadsitya This model is often used to
estimate incident congestion. However, the shockevepeed is approximated based on traffic
density, which is often difficult to measure oriesite.

2.3.1.2 Computerized Software

QUEWZ and QUICKZONE are the most used software agek for estimation of queue
lengths and delays in work zones. Both of theséwvsoé packages model traffic flow at a
macroscopic level.

The computer model, called Queue and User Costultrah of Work Zone (QUEW2Z),
was developed by Memmott and Dudek (1984) to assedszone user costs. The most recent
upgrade version is QUEWZ-98. It analyzes traffioditions on a freeway segment with and
without a lane closure in place and provides egémaf the additional road user costs and of
the queuing resulting from a work zone lane closiifee road user costs calculated include
travel time, vehicle operating costs, and excess®oms. That model does not consider any
alternate path and the effect of diverting traffiat.

QuickZone is a work zone delay estimation prograwvetbped in Microsoft Excel. The
primary functions of QuickZone include quantificati of corridor delay resulting from
capacity decreases in work zones, identificatiodedfy impacts of alternative project phasing
plans, supporting tradeoff analyses between cartgirucosts and delay costs, examination of
impacts of construction staging, by location alomgnline, time of day (peak vs. off-peak) or
season, and assessment of travel demand measdreshan delay mitigation strategies. The
costs can be estimated for both an average dayook wnd for the whole life cycle of
construction. The Maryland State Highway Adminigstna and the University of Maryland
(Kim and Lovell, 2001) used QuickZone's open sowmde to customize the program to meet
the State's needs. The University has added itsaapacity estimation model to the program
and has used a 24-hour traffic count, instead @ftrerage daily traffic count found in original
version. However, this program requires the usergnput a great deal of information
concerning a particular project, which may discgeréhe application of the software. To use
the QuickZone program the user must first createtavork of traffic facilities and then input

hourly traffic volumes and capacities of all theks.
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2.3.2 Simulation
Although the concept of deterministic queuing madelidely accepted by practitioners

for estimating queuing delay, the delay is usualhgerestimated (Mashine and Ross, 1992;
Nam and Drew, 1998; Chien and Chowdhury, 2000; iNajad Soares, 2001) due to the
neglected approaching and shock-wave delays. Bedimlea complex road network, analytical
methods may not estimate user delays precisely.

As valuable analysis tools, microscopic traffic giation models have been applied in
various problems in work zone studies, such asettauation of traffic management plans,
estimation of capacity and queue length, and opttion of traffic controls (Nemeth and
Rathi, 1985; Cohen and Clark, 1996; Chien and Clmong 1998; Maze and Kamyab, 1999;
Schrock and Maze, 2000; Lee, Kim and Harvey, 2@86,;). CORSIM (including NETSIM
and FRESIM), VISSIM, PARAMICS and INTERGRATION aaenong the most widely used
microscopic simulation models.

Simulation models can output different measuresfigictiveness (MOE’s). In work zone
analysis, delay, travel time, speed and volumdrarpiently used MOEs. However, simulation
can be quite costly in terms of both computer andlyasis time. Advanced computer and
parallel processing techniques can be useful toedse the simulation time. The combination
of analytic method and simulation method is alsplaed. Chien and Chowdhury (2000)
developed a method to approximate delays by intiegrdimited amounts of simulation data
and the concept of deterministic queuing model.tHair study, simulation is applied to
estimate average queuing delay with various rati@ntry volume to work zone capacity.

Only a few studies have been performed to datealidate the use of simulation models
for work zone applications.

Dixon et al. (1995) evaluated the suitability of BERM for a simple freeway lane closure
by comparing simulated behavior to the observedeh of a study site. They concluded that
FRESIM provided similar results to those observedhie field for low volume conditions.
However, high volume conditions were not accurasatyulated.

Middleton and Cooner (1999) evaluated three sinandamodels, CORSIM, FREQ and
INTEGRATION, for simulating congested freeways. Tlaalibration and validation
performances of those models were tested using dadtacted on Dallas freeways. They

concluded that all of the three models performddtikely well for uncongested conditions;
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however, the performance became sporadic and mostiliable for congested conditions.
The CORSIM model had the best overall performaocmpared with the other two models.
Chitturi and Benekohal (2003) compared the quengtlemeasured from field data to the
results from FRESIM, QUEWZ, and QuickZone Softwaidey found that the results
generated by QUEWZ did not match the field dataESRI either underestimated or

overestimated the queue lengths. QuickZone underatstd the queue lengths generally.

2.4 Work Zone Optimization

A lot of efforts have been devoted to optimizing rv@one decisions to minimize
negative impacts, usually measured by the totd. ddsCoy et al. (1980) provided a simple
framework to find the optimum work zone length bynmmizing the total cost including
construction, user delay, vehicle operating, arasttrcost in construction and maintenance
zones of rural four-lane divided highways. Therudelay costs were modeled based on
average daily traffic (ADT) volumes, while the dnasosts were computed by assuming that
the crash rate per vehicle mile was constant inoe&kvzone area. The optimal work zone
length was derived based on 1979 data. Becauseunite cost factors had changed
considerably since 1981, McCoy and Peterson (1fRif)d the optimum work zone lengths to
be about 64% longer that those used previously.

Martinelli and Xu (1996) added the vehicle queudaylecosts into McCoy’'s (1980)
model. The work zone length was optimized by miaing the total user cost, excluding the
maintenance and crash costs. Viera-Colon (1999¢ldped a similar model of four-lane
highways which considered the effect of differeraffic conditions and an alternate path.
However, that study did not develop alternatives@bn guidelines for different traffic flows
or road characteristics. Schonfeld and Chien (198%eloped a mathematical model to
optimize the work zone lengths plus associatedi¢rabntrol for two-lane, two-way highways
where one lane at a time is closed under steaéfictmflows. They found the optimal work
zone length and cycle time for traffic control améhimized the total cost, including agency
cost and user delay cost. No alternative routeg wensidered in that study. They (2001) then
developed another model to optimize the work zamgth on four-lane highways using a
single-lane closure strategy. Based on the prewar, Chen and Schonfeld (2005a, 2005b)
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developed work zone length optimization modelstfoo-lane and four-lane highway with a
single alternate route under steady traffic inflows

Fwa, Cheu, and Muntasir (1998) developed a trafietay model and used genetic
algorithms to optimize scheduling of maintenancekwor minimizing traffic delays subject to
constraints of maintenance operational requirem&agement sections, work teams, start time
and end time for each section were scheduled. Qtraditions in that study were given, e.g.
work zone configuration and available work duratfon each team, and road section length.
These variables were not optimized in that studyar@, Sawaya, and Ziliaskopoulos (2001)
used traffic assignment approaches to evaluatérdlffec delay, which include the impact of
work zone combinations on an urban street netwdérktabu search methodology was
employed to select the schedule with the least orbtivaffic delays.

Chien, Tang, and Schonfeld (2002) developed a ntodgbtimize the scheduling of work
zone activities associated with traffic control fmo-lane two-way highways where one lane at
a time is closed considering time-varying traffawmes during four periods in a day: morning
peak, daytime, evening peak, and nighttime periddgreedy method is used as the search
approach. Jiang and Adeli (2003) used neural nésvand simulated annealing to optimize
work zone lengths and starting times for short-téneeway work zones using average hourly
traffic data, considering factors such as darkrn@sd numbers of lanes. More complete
scheduling plans for multiple-zone maintenanceqatsjwere not attempted in that work. Chen
and Schonfeld (2004) developed a set of modelsntal&aneously optimize the work zone
length, scheduling, lane closure strategy and digarfractions, using simulated annealing
search algorithm. Two-lane and multiple-lane higpsyaingle and multiple detours as well as
steady and time-varying traffic volume, are consedan their models.

All the above studies used macroscopic analyticathods (e.g. deterministic queuing
analysis) to estimate user delays. However, amalythethods are based on some simplified
assumptions which lead to the neglect of detaidguasentations. Therefore analytical methods
may not be able to provide satisfactory solutiarscbmplex transportation networks.

With the increasing development of computing tedébgy simulation-based optimization
has received considerable attention. This proceskssto find the best value of some decision
variables for a system where the performance ituated based on the output of a simulation

model of this system (Olafsson and Kim, 2002).
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Cheu et al. (2004) presented a hybrid methodologschedule maintenance activities at
various sites in a road network, using genetic rilgm (GA) as an optimization technique,
coupled with a traffic-simulation model to estimditee total travel time of users. This study
demonstrated the availability of simulation-basqatimization technology in work zone

problems, although it did not focus on work zonggté and duration optimization problem.

2.5 Summary

After a review of the above studies, it appearg thany methods, consisting of both
analytic methods and simulation models, have beeeldped and applied in various problems
in work zone studies. Some analytical and heurisigthods were proposed for solving work
zone optimization problems. However, most of thevjmus studies are based on analytic
methods, which may not be precise due to over-giieglassumptions especially in complex
traffic network. Few of studies integrate simulatiwith optimization. A main barrier is that
simulation is a very time-consuming way to evaluht objective function in an optimization

process.
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Chapter 3 Analytic Model of Work Zone
for Steady Traffic Inflows

In this chapter, analytic models to evaluate agerust, delay cost and accident cost are
developed for two-lane highway and four-lane highweork zones under steady traffic
inflows and time-dependent traffic inflows. The lgay system and the characteristics of
various work zone alternatives are defined in $ec8.1. In Section 3.2, the analytic model
under steady traffic inflow is described. Sectio Bresents the analytic model under time-
dependent traffic inflow. Finally, numerical examplfor two-lane and four-lane highways are

shown in Sections 3.4.

3.1 Highway System and Work Zone Char acteristics

In this study highway types are classified into #ane two-way highways and multiple-
lane two-way highways.

Two-lane two-way highways often require closing ¢ar@e for a work zone (Figure 3.1).
In such circumstances, vehicles travel in the ramgilane along the work zone, alternating
direction within each control cycle. Such a twodamork zone can be treated as a one-way
traffic control system in which queuing and delapgesses are analogous to those at two-

phase signalized intersections.
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Figure 3.1 Work Zone on a Two-Lane Two-Way Highway

Pavement maintenance on multiple-lane two-wayw&ys often requires closing one or
more lanes to set up a work zone (Figure 3.2). Toies not require alternating one-way

control as in a two-lane highway work zone becaideast one lane is usually still available
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for traffic in each direction. Because work zonastwo-lane highways and multiple-lane
highways have different delay and queuing patteths, work zone cost functions are

separately developed.
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Figure 3.2 Work Zone on a Multiple-L ane Two-Way Highway

The characteristics used to describe a work zomecategorized into four categories:
work zone lane closure alternatives, work zone atpmr characteristics, work zone rate
parameters and detour types.

(1) Lane Closure Alternatives

From the review of work zone characteristics in @ba 2, work zone lane closure
alternatives are specified using the following ables given the number of total lanes in both
directions (1 andny) on highway with work zones:

(1.1) The number of closed lanes in the original direttia work zone link;
(1.2) The number of closed lanes in the opposite diraatio counter work zone link,.

For two-lane two-way highways,, is a binary variable. If the lane in the opposite
direction is open for traffic in both directions,,=0. If the opposite lane is also closed,
nc=1 and in such cases the traffic flows in both aio;ns have to be fully diverted to
detour routes.

For multiple-lane two-way highwaysy, represents the number of usable counter
flow lanes for the traffic along the original ditem when crossover strategy is applied.
Therefore, & N < ny.

(2.3) The number of access lanes in the work zoneragea
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Access lanes are lanes which are closed for pruyidiccess for demolition and
construction activities. If no access lanes areledeor road shoulders are used as access
lanes,ng =0.

Based on the above three variables, the numbeper tanes for the traffic in both
directions ;1 andn,y) along the work zone area and the number of maedaanesrf,)
in a work zone can be derived from the followingi&ipns:

For two-lane two-way highways,

o1 AN - Next (1- Neo) (3-1)
Ng2= N2 - Ne2 (3-2)
Nw = Nc1t Ne2-Naz (3'3)

For multiple-lane two-way highways,

1= N1- Ncat Ne2 (3-4)
No2= N2 - Ne2 (3-5)
nW= ncl'nal (3-6)

(2) Operation Characteristics
The following characteristics in terms of work zayeration are considered in our model:
(2.1) The work zone lengthy;
(2.2) The work zone schedule.

In this study, we focus on stationary recurring kvaones for which construction
window establishes the starting and ending timetl@r construction activity. The lane
closure is limited to the time defined in the timendow, such as 9-hour nighttime time
windows, 48-hour weekend time windows. Thereforee work zone schedule can be
determined by three variables: the work startingefl’s, the work duratio,,, the number
of time windows needed to finish the projégt

(3) Work time and cost
Four parameters are required to specify to estinetevork time required to complete a
work zone and corresponding maintenance cost pee. zo
(3.1) The fixed setup cost per zane
(3.2) The average additional cost required per zamnenile per lane,.
(3.3) The fixed setup time per zornge

(3.4) The average additional time required per zmremile per lang,.
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The values of these parameters depend on the maide type (patching, grinding,
resurfacing, etc.), construction method and lawmswk strategies. For example, a crossover
may require more time and add extra cost due t@llason of more devices. More access
lanes may increase the operation efficiency ancbyereduce the work time and cost.

Using the work time parameters, we can assumeearlinelation between work zone
lengthL,, and work duratiom,, for one zone with the following form:

Du= Zz+ Nw (z2)Lw (3-7)
(4) Detour Type
The detour type and corresponding diverted fra¢sipnf any detour(s) are available.

Several typical detour types are demonstrated bieTa. 1 and Figure 3.3.

Qu > >

(a) Detour Type 1

Q2 4___A_+ ————————————————————————— —<—B———
Q1 > 7'y >
Qs < 4 > P >

(a) Detour Type 2

Q A o ______Diection2 _______ -
Q1 g i Direction 1 i 1 i

| |

| :

c |! o D
o - _______Directona ________ L
Qs Y . -
Direction 3

(a) Detour Type 3

Figure 3.3 Roadway Network with Different Detour Types
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Table 3.1 Detour Types

Detour Type Work ZoneLink Diverted Traffic Detour Route
Type 1 No Detour Available -
Type 2 Single Detour Available Q1 AC->CD->DB

Single Detour Available AC->CD->DB
Type 3 o o Q1 and Q2
for traffic in each direction BD->DC->CA

3.2 Analytic Model for Steady Traffic Inflows

In this subsection, an analytic model to evaluatekwzone costs under steady traffic

inflows is developed. Since it is a quite simplifimodel, it is only suitable for roadways with

light traffic in a simple network.

3.2.1 Assumptions
Several assumptions made to simplify and formulaigeproblem are listed below:

1.
2.

Traffic demand is steady at all times.

A single detour can be considered. For 2-lane 2+wagways, it is assumed that traffic
in both directions can be diverted and detour typeand 3 are considered. For
multiple-lane 2-way roadways, it is assumed thdy dme traffic in the direction with
work zone may need to be diverted. Thus, detowesyipand 2 are considered.

For 2-lane 2-way highways, no crossover strateggpilied. Two lanes in two ways
can be closed simultaneouslhy£1, no=1). In this case, the traffic in both directions
has to be fully diverted to detours£1, p,=1).

For 2-lane 2-way highways, queues in both direstiarll be cleared within each cycle
for two-lane two-way highways. Thus, the one-lan@rkvzone capacity must exceed
the combined flows of both directions.

Traffic moves at a uniform speed through a workezand at a different uniform speed

elsewhere.
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6. The effects on speeds of the original detour flows the relatively short detour
segments AC anDB in Figure 3.3are negligible.

7. Possible signal or stop sign delays on the det&hCb-DB may be neglected.

8. Queue backups to the maintained road along thedigt®urAC may be neglected.

9. The detour’s capacity always exceeds the origioal &long the detour.

10.When calculating user delay cost, the value of tisee used in numerical analysis is
the weighted average cost of driver and passengeges time for passenger cars and
trucks.

3.2.2 Model Formulation
The total cost for one zone is

Cr=Cn+Ca+Cp (3-8)

where,Cy = Maintenance Cost

Ca = Accident Cost

Cp = Delay Cost

Cp = Total Cost

To compare different work zone chamasties for the same maintenance project, we
use the total cost per lane length as the perfocmameasurement. It is calculated as the total
cost per zone divided by the product of work zaregth and the number of maintained lanes.

c=_C5 (3-9)

3.2.3.1 Agency Cost
The total agency cos€f;) for maintaining a zone of length, is a linear function with
the following form:
Cw= z1+ Ny ( 2)Lw (3-10)

3.2.3.2 Accident Cost

The accident costa) incurred by the traffic passing the work zone) ba determined
from the number of crashes per 100 million vehlobeirsn, multiplied by the product of the
increasing delayt{) and the average cost per cragsh(Chien and Schonfeld, 2001). The

accident cost per work zone with lengitiean be estimated as:
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naVatd

C,= 10° (3-11)
where, n, =represents the number of accidents per 100amiltehicle hour
va = the average cost per accident
tqy = the user delay
3.2.3.3 Delay Cost
The user delay cost per work zone can be obtaised a
Cb=tq Va =(tar+tazttasttazs) Va (3-12)

where, v4 = the average user’s time value (in $/veh-hr);

& = the total user delay, which is the sunyef ty,andtys;

i1 = the delay along the mainline, which is the summuving delayand queuing
delay;

ts2 = the moving delay of diverted flow if a fractiohftow is diverted,;

is = the moving delay of original flow on detour ifraction of flow is diverted;

i23= the queuing delay upstream the detour route atieet detour’s capacity.

(1) User delay along the mainline ty;

The formulation to evaluate user delay along thénhme road is different for two-lane
two-way highways and for multiple-lane two-way highys, due to their different work zone

characteristics.

(1.1) Two-lane two-way highway
For two-lane two-way highways, the user delay alttregmainline consists of the queuing
delay upstream of work zones due to a one-wayitreéntrol €41,queuing @and the moving delay
through work zonesdi moving-
ta1= ta1,queuing™ td1,moving (3-13)
The queuing delayq: quevingP€r zone is the total delay per control cydein both
directions multiplied by the number of cyclger work zone.
ta1,queuing YN (3-14)
where Y = summation of the delays (e.g¢; and Y>) incurred by the traffic flows from

directions 1 and 2 per cycl¥é; andY, can be derived by using deterministic queuingyasis
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Schonfeld and Chien (1999) formulated the queuiglgydcost per zone along mainline

of the work zone area and obtained the followirgtien:

_(z*zL)Q(Gm QI+ QUG Qi (3.15)
d1,queuing VW(CW — qm —_ Qm)

t

where,
Cw = work zone capacity, which is the maximum nundferehicles discharging from
the work zone segment;
Lw = work zone length;
V= average work zone speed;

Qim= the traffic flow in direction 1 along work zoniek;

Qun= (1-p1) Qu (3-16a)
Qm = the traffic flow in direction 2 along counter vkazone link;
2R (1-p2) Q2 (3-16b)

p: = the diverted fraction for the original traffioflv Q, in direction 1;

p. = the diverted fraction for the original traffiofl Q; in direction 2.
The moving delay cost of the traffic flow@;mand Q.m, denoted ayi moving IS the cost
increment due to the work zone. It is equal to floev (Qin+ Qo) multiplied by: (1) the
maintenance duration per zorgHz, Ly), and (2) the travel time difference over zonegthn

with the work zonel./V\, and without the work zon&/Vy. Thus:

1:dl,moving = (Ql m+ Q2m)(23+ 24 L\z\)(\/i _%) (3-17)

whereV, represents the speed on the mainline without ark wone.
Therefore, the user delay along the mainline fer tiho-lane two-way highways can be
obtained for the following formulation:

td1= td1,queuing™ td1,moving

(z+zZ LIQ(G - Q)+ Qf G~ Q)

Lot (Qun+ Q) (Z+ 2 LW)(VE—%

0

) (3-18)

(1.2) Multiple-lane two-way highway

For multiple-lane two-way highways,
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(1) If no crossover strategy is applied, the traffiowflin direction 2 is not affected by work
zone activities. Thus the user delay along the hma&r{ty;) is the user delay in direction 1
(ts11) including the queuing delay and the moving delay;

(2) If crossover strategy is applied, the traffic flolwsboth directions is affected by work zone
activities. The user delay along the mainlitig) (s the sum of the user delay in direction 1
(ts21) and ay in direction 2{;5). The queuing delay and the moving delay of teathws in
both directions should be calculated.

= taan + Cetarz
= (ta11,queuingt td11,moving* e ( td12,queuingt td12,moving (3-19)
where ty; = the delay along the mainline, which is the surtygfindty;»
tq11= the delay for the traffic flo@., from direction 1 along work zone link.
{12 = the delay for the traffic flo@., from direction 2 along counter work zone link.
& = 1if crossover strategy is applied, otherwised
The following variables are defined:
Qim = approaching traffic flow in Direction 1 alongetimainline Q.= (1-p1) Q1
Q2m = approaching traffic flow in Direction 2 alonget mainline Qon= (1-p2) Q2

cwv = work zone capacity per lane (veh/hr per lane)

Co
cw1 = Work zone capacity in Direction 1 (veh/hz)3=Cy No1

normal road capacity in normal per lane (veh/hrlgee)

Cw2 = Work zone capacity in Direction 2 if crossoveapplied (veh/hr)gy,=Cy No2
Co1 = normal road capacity in Direction 1 (veh/fagy=co Ny
Co2 = normal road capacity in Direction 2 (veh/fagz=co n,
Dw = maintenance duration per zoBbg=z3+z4L
If Qim exceeds the work zone capadity, a queue forms, which then dissipates when the
closed lane is open again, as shown in FigureBaded on the deterministic queuing model,

the queuing delay per zone can be obtained fronfotleaving equations:

tas queuing = 0 whenQ,,; <c,,;i=1,2 (3-20a)
_1. Qn—Cy 2 vh i=1,2 (3-20b)
tdli,queuing _E (1+ c. — Q )(Qmi - Cwi )(23 + Z4 Lw) en Qmi >Cwi T
0i mi
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Flow
(vph)

Time (hr')
QueueA
Length

(Ql' CW) D

Time (hr3
+«—D——>«t—>

Figure 3.4 Deter ministic Queuing M odel (from Chien and Schonfeld, 2001)

The moving delaytqiimovingiS @ function of the difference between the travusle on a
road with and without a work zone. .Qk,; is less thar,;, the flow passing through the work
zone isQmi. If Qmi is more tharc,;, the maximum flow allowed to pass through the wooke
is cwi. Then the moving delays are determined with equat(3-21a) and (3-21b):

——)Qm,(z +z,L,) whenQ,, <c,, (3-21a)

d1| ,moving (
V, Va

t L —)c,.(z+z,L,) when Q> ¢ (3-21b)

d1i,movin
o V, Vi

(2) Moving delay of the diverted flow

When a detour is used, the user delay of the ¢rdféiw which is diverted from the
mainline to the detour should be considered astaopthe total user delay.

The user moving delay cost of the diverted flpM@, from Direction 1, denoted dg, is
equal to the flowQiq = pQy multiplied by: (1) the average maintenance duratier zone
(zztz4 Ly) , and (2) the time difference between the timéiales through the detour,

\I;AC +\|;BD + Leo , and the time vehicles through the maintained rdBdwithout work zone,
AC BD CD
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ﬁ. If p2Q: is also diverted from Direction 2, we do the sameg and sum up the two parts.

AB

Thus:

L. L. L. L L, L. L. L
ti, =EPQUZF 2, L) (A + B0+ —C0 — M8+ £ 5 Q,(Z+ 2, |,) (2 +—B + —C0 ——AB) (3-22)
“ i VAC VBD Vd,CD VAB zrese VAC VBD Vd, DC AB

Lac, Lep, Lcp are the lengths of the segments of the detour shawFigure 3.3Vag
represents the speed on the maintained road witdutvork zone whilé/BD and VAC are

the average speed on the detour road.

V,, andV,. are the detour speeds affected by diverted traffidirection 3 and 4. Both

speeds can be derived from speed-density relaismgy on the following procedures.
& = 1 if the traffic in Direction 1 will be divertet the Direction 3, otherwisg=0;
& = 1 if the traffic in Direction 2 will be diverte the Direction 4, otherwisg=0.
In traffic flow theory, the relation among flo@, densityK, and spee¥ is:
Q =KV (3-23)
The speed function can be formulated by applyinge@shield’s model (Gerlough and
Huber, 1975), which is widely used in practice:
V=V, —% K (3-24)

J
whereV is free flow speed is jam density.

Substituting Eq. (3-24) into (3-23), we obtain
Ki 2
Q=K\V-—V (3-25)
Vf
Given theVfandKj, we can derive the detour capacity:

C=K; Vs /4 (3-26)
If the detour has enough capacity for traffic imfky the traffic inflow along the detour is

the sum of the original flow and the diverted flolivthe traffic inflow exceeds the detour
capacity, queues will form upstream the detour raad the maximum flow allowed to pass

through the detour i€. We can calculate the speeds on the detjr, (v, . ) by solving the
guadratic relation (3-24) with the following equoats.

_ KjVCD +\/(KjVCD)2 _4KjVCD (Qs + plQl)

d,.Ccb — 2K]

if Ccp>Q3+P1Q1 (3-27a)
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= Veo

Vaeo =75 if Cep <Qa+P1Qs (3-27b)
KV, +.(KV,.)?-4K V +
Vd*’DC —_tioc \/( i Dc)ZK i%be (Q+ R Q) if Coc>QutP20, (3-282)
j
. V, .
Vo =2 if Coc <Qu+P2Qs (3-28b)

(3) Moving delay of the original flow on detour

When a detour is used, the delay of the originalvfbn the detour, as affected by the
diverted flow, should also be considered. Deno®tiz;ait equals the flow multiplied by: (1)
the average maintenance duration per kilometer(2hdhe travel time difference ovérp
between with the diverted flow and without it.

tis = EQu(2, + L, )2 = U2 + £,Qu (2 + 2L )2 - U2 (3-29)

d,CD VCD d,DC VDC
whereVcp andVpc represent the original speeds on the detour urtatfeby the diverted

flows.

(4) Queuing delay upstream the detour

When a detour is used, queuing delay upstreamdtamidshould be calculated when the
sum of original flow on detour and the divertedwlexceeds the detour’s capacity. Based on
the deterministic queuing model, the queuing delastream the detour for one wok zone can
be obtained from the following equations:

tios = Etgracn™€ Laompe (3-30)
wheretyzs cp andtyzs pc represent the queuing delay upstream detour iacbBbon 3 and
Direction 4:

tyoscp = O when, @RQ, < G, (3-31a)
tyznco =%(1+Q32F1—?1('§D)(Q3 +RQ-Go)(z* ZLY  whenQ+ PQ> G (3-31b)
tyoapc = O when, ®P,Q, < C,. (3-32a)
_1 Q+RQ-Ge 2 -32b
L4230 _E(1+W)(Q4 +BQ -G )zt Z 1) when Q+ RPQ> ¢ (3-32b)
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3.3 Analytic Model for Time-Dependent Traffic I nflows

For steady traffic inflow cases, only the closungrations affect the costs while the
specific schedule (e.g. starting and stopping tymeakes no difference. However, when traffic
inflows vary over time, the lane closure schedwadksignificantly affect the costs.

In this subsection, the analytic work zone cost ehawbnsidering time-dependent traffic

inflows are presented.

3.3.1 Assumptions
Several assumptions made to simplify and formulaiteproblem are listed below:

1. Traffic demand varies over time. An hour is use@ asiration unit in which traffic inflows
stay appropriately constant.

2. A single detour can be considered. For 2-lane 2-wagways, it is assumed that traffic in
both directions can be diverted and detour typasd 3 are considered. For multiple-lane
2-way roadways, it is assumed that only the trafiithe direction with work zone may
need to be diverted. Thus, detour types 1 and 2arsidered.

3. For 2-lane 2-way highways, no crossover strate@picable. Two lanes in two ways can
be closed simultaneously.(=1, n.=1). In this case, the traffic in both directions rbe
fully diverted to detourspg=1, p=1).

4. For 2-lane 2-way highways, queues in both direstiare cleared within each cycle for
two-lane two-way highways. Thus, the one-lane wooke capacity always exceeds the
combined flows of both directions.

5. The effects on speeds of the original detour flanghe relatively short detour segments
AC andDB in Figure 3.3are negligible.

6. Possible signal or stop sign delays on the detanibe considered.

7. Queue backups to the maintained road may be nedlect

8. The roadway capacity always exceeds its origimmal flinder the normal situation without a
work zone.

9. When calculating user delay cost, the value of tisee used in numerical analysis is the
weighted average cost of driver and passengeristinse for passenger cars and trucks.

10.User delays including queuing and moving delayseatamated with deterministic models.

Delays caused by acceleration, deceleration anckshiaves are neglected.
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11.Traffic speeds along the detour route CD are estichavith a deterministic traffic flow
model (Greenshield’s model).

12.The detour’s capacity always exceeds its origilual$.

13.The user delay cost is represented by a constanage cost per vehicle howt

14.The diverted fraction does not vary for the dumaid a work zone if a detour is used.

15.The same construction time window and work zondigarations are repeated throughout

the whole project. No mixed construction windows eonsidered.

3.3.2 Model Formulation
As in the analytic model for steady traffic inflomhe total cost per maintained zone

length is used as the performance measuremestcdiculated as the sum of maintenance cost,
accident cost and user delay cost multiplied bypreduction of work zone length and the

maintained lanes. The total cost per lane length is

c=—Cr =LutGrG (3-33)
L,m, L,
whereC; = the total cost per lane length

Cr =the total cost per zone

Cvw = Maintenance cost per zone;
Ca = Accident cost per zone

Cp = Delay cost per zone

Lvw = the work zone length

ny = the number of maintained lanes in a work zone

3.3.2.1 Maintenance Cost
The maintenance costy) for maintaining a zone of length, is a linear function with

the following form:

Cv= 21+ (2) nwlw (3-34)
3.3.2.2 Accident Cost
The crash cos(,) incurred by the traffic passing the work zesestimated as:
an\vt
C,=—=223ad 3-35
AT (3-35)

where n, =the number of accidents per 100 million vehlabeirs

va = the average cost per accident

Page 30 of 127



ty =the user delay

3.3.2.3 Delay Cost
The user delay cost per work zone can be obtaised a
Cp=tg Va=(tar+tazttazttaes) Va (3-36)
Where vy = the average user’s time value (in $/veh-hr);

& = the total user delay, which is the suntyef tg,andtys;
bl

the delay along the mainline, which is the summalving delayand queuing
delay;

ts> = the moving delay of diverted flow if a fractiori thow is diverted to a detour
route;

&3 = the moving delay of original flow on detour iffiaction of flow is diverted to a
detour route;

i23= the queuing delay upstream the detour route atieetdetour’s capacity.

For time-dependent traffic inflows, assume thatknane is maintained overduration

units andD; (i =1, 2, ....,n) represents a duration unit in which inflows sagpropriately

constant. Then the duration for the work zone is

D,=>.D, (3-37)
The work zone length can be derived from the wankezduration

L=u"% (3-38)
n, 4,

(1) User delay along the mainline tq;

The user delay along the mainling)includes the queuing delay occurring before the
work zone (y1,queving and the moving delay experienced by drivers tragehrough the work
zone {41,moving-

dit tdl,queuing"’ tdl,moving (3'39)
(1.1) Two-lane two-way highway
Based on the queuing delay model developed by Seldoand Chien (2001) for two-

lane two-way highway with time-dependent trafficflomvs, the following equation is
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formulated to calculate the queuing delay causetinbg-dependent one-way traffic control on

two-lane two-way highways with one lane closed.

_v[Qn(C,=Qw + G C\m Q)] ]
tdl,queuing Z V (C qm Qm) |Lw (3 40)

Where C,, = work zone capacity, which is the maximum nundferehicles discharging from

the work zone segment;
Ly = the length of work zone;
Vw = average work zone speed,;

Q'1m= the traffic flow in direction 1 in duration uriit

Q'm= (1-p1) Q1 (3-41a)
sz= the traffic flow in direction 2 in duration unit
Q= (1-p2) Q> (3-41b)

p. = the diverted fraction for the original traffiofv Q'; in direction 1;
p. = the diverted fraction for the original traffiofv Q' in direction 2.

The moving delay for a work zone in each peipds equal to the flowQ'm+ Q'am)

multiplied by: (1) the period;, (2) the travel time difference over the zone tang, with the

work zone,vi, and without the work zoné‘,ﬂ. Thus:

w 0

dl moving Z (Ql mt QZ n) D (V V (3_42)

(1.2) Multiple-lane two-way highway

Under time-dependent traffic flow, queuing del&y dueuing for multiple-lane freeway
work zone are computed numerically using determineueuing model. The method is
illustrated in Figure 3.5.

Within durationD;, if the inflow along mainlin€';, exceeds the work zone capadify a
gueue forms. The cumulative number of vehiclesgueue withirD; is

| G =04 +(Q,-G) 0 whenQ, 2 g, (3-43)

If the inflow Q'1 does not exceed the work zone capagitythe queuing delay time is

zero and the existing queue starts to dissipatihisicase, the cumulative number of vehicles

in a queue withirb; is
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q =max{q, - $,0} whenQ< ¢ (3-44)
wheres represents the queue reduction witBjn

§=6-G, (3-45)
If the work zone duration ends befdde the roadway recovers its original capaciy

g =max{q_ - $,0} whenQ< ¢ (3-46)
where
$=6-Q, (3-47)
The total queuing delayyf queuing IS Obtained as
n g+
tdl,queuing = ZM D i (3'48)
R
Flow?
(vph)
CO ................................................. : ............................................................................................
C prmrmrmrmemmm = I e i ECTETEPEPEIE, -
Q _‘[ ] ___
Queue ! ! L Time(hr)
Length ! I !
A L |
! : !
o i
I |
o i
L | _
T <« D ‘Te Time(hr)

Q: Hourly Traffic Flow Approaching the Work Zone (vph)
Co: Roadway Capacity without Work Zone (vph)

C.. Roadway Capacity with Work Zone (vph)

D: Constrained Construction Time Window

Ts Earliest Work Zone Starting Time

Te: Latest Work Zone Ending Time

: Queuing Delay (veh.hr)

Figure 3.5 Queuing Delay Estimated by Deter ministic Queuing Model
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The moving delay in a duration un'lfd(,movmg is obtained by multiplying the outflow
passing through the work zone by the differenceveen the travel time on a road with and
without a work zone.

Within durationD;, if the total volume, which is the sum of inflo@hm and queue length
accumulated from the previous duratigmn, can be discharged iD;, the moving delay
tidl,movingcan be obtained from Eq. (3-49a). If not, the mgw’ielaytidl,movingis calculated from
Eq.(3-49Db) .

i L LA .
Li1.moving (V_A_T (Qn*a:) D, when @+ q., ¥ ¢D, (3-49a)
i L L, .
tdl moving = (ﬁ 7) v\p Wheﬂm qtl >) W(DI (3'49b)

Therefore, the total moving delay during the wooke duration is
tdl,moving = Ztid}., moving (3'50)
i=1

where V, = average approaching speed;
Vi = average work zone speed.

Based on the assumption that the capacity withauk wone is enough for the entry
inflow, free-flow speed can be used to approxinliageaverage approaching sp&gdThe
average work zone speed can be the speed limig #h@work zone.

(2) Moving delay of the diverted flow
When a detour is used, the moving delay of thdicribw which is diverted from the mainline

to the detour can be calculated by the followingagmpns:

\Y, V!

AC BD d,CD

n ' L L L L
t, =&Y PQD (LA + B+ T - o)
i=1

&Y. szLD(i+ﬁ+':—?D+Tim ~Lwe (3-51)
i=1 VAC BD d,DC VAB
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Lac, Lep, Lcp are the lengths of the segments of the detour shawFigure 3.3Vag
represents the speed on the maintained road witdmutvork zone whil&/gp andVac are the
average speed on the detour road.

Tint represents the average waiting time passing gxtgons along the detour route.

Vyep andvyy. are the detour speeds in periddaffected by diverted traffic in Direction

3 and 4 shown in Figure 3.3. Both speeds can beedefrom speed-density relation defined in

Greenshield’s model.

KiVCD +\/( KjVCD)2 _4Kj\/CD (Qa * R Q)
2K,

J

Vieo = if Cco>Q'3+P1Q'y (3-52a)

if Ccp<Q's+P1Q';  (3-52b)

Voo
VoL, =—2
d,co ~ 2

K Voc +1/(KVoe )2 = 4K Ve (G + B Q)
2K.

J

Ve = if Coc>Q's+P,Q,  (3-53a)

if Copc <Q'4+P,Q'>  (3-53h)

Voo
VoL =—2
d,cD ~ 2

& = 1 if the traffic in Direction 1 will be diverte the Direction 3, otherwisg=0;

& =1 if the traffic in Direction 2 will be diverte the Direction 4, otherwisg=0.

(3) Moving delay of the original flow on detour
When detour strategy is applied, the delay of thgimal flow on the detour, as affected

by the diverted flow, can be obtained from thedwaiing equation:

iR A DI (vt (3-54)

(4) Queuing delay upstream the detour

Page 35 of 127



When a detour is used, queuing delay upstream @fdétour 23 queuing Should be
considered. Similarly to the estimation of queudtglay upstream the mainline road, queuing
delay upstream the detour road for time-dependeaffict infows can be computed

numerically using a deterministic queuing model.

Within duration D;, if the inflow along the mainline (Di3+ Q) exceeds the detour

capacityCcp, a queue forms. The cumulative number of vehiclesqueue withim; is

¢=q,+(Q+pQ-¢) D whenQ+ pQ> G, (3-55)

If the inflow (Q + pQ) does not exceed the work zone capacitythe queuing delay

time is zero and the existing queue starts to phssi In this case, the cumulative number of

vehicles in a queue withib; is

q =max{q_, - $,0} WhenQ + RQ< G (3-56)
where s represents the queue reduction witbjn
§=Gpr-(Q+RQ) (3-57)
If the work zone duration ends befddg the roadway recovers its original capaciy
g =max{q_ —$,0} whenQ < ¢ (3-58)
where §=Gp-Q (3-59)
The total queuing delay in direction lédﬁg,queuma is obtained as
nq +
1:3d23,queuing = Z ql 2q . D i (3'60)
i=1

If a fraction of the traffic flow in Direction 2 igliverted to the detour in Direction 4
(Figure 3.3), the queuing delay in Directiontﬂhze,queuina should be included using the same
procedure as above.

The total queuing delay upstream of the detoubtaioed as:

td23,queuing:érl (t3d23,queuina+ 52 (t4d23,queuina (3'61)

3.4 Numerical Examples

3.4.1 Problem Description
In this numerical example, a work zone on a fouelawo-way highway considering

single detour is analyzed. The performance compauis various work zone characteristics is
examined in this section. The data for this exangpke summarized in Table 3.2. Table 3.3
shows the AADT and hourly traffic distributions tre maintained road and the detour.
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Table 3.2 Notation and Baseline Numerical Inputs

Variable Description Value

Las Length of Segment AB 3.11 mile
Lac Length of Segment AC 0.93 mile
Leo Length of Segment CD 0.93 mile
Lpe Length of Segment DB 2.49 mile
NAB Number of lanes in Segment AB 2

NCD Number of lanes in Segment CD 1

Kj Jam Density 200 veh/mile
Co Maximum discharge rate without work zone 2,000 vph /lane
Cw Maximum discharge rate with work zone 1,300 vph /lane
Vag Average approaching speed 65 mph

Vw Average work zone speed 35 mph
Vep Free flow speed in Segment CD 45 mph
Vacioe Average speed in Segment AC/DB 45 mph

Tint Average waiting time passing intersections along the detour 30 seconds/veh
Na Number of crashes per 100 million vehicle hours 40 acc/100mvh
Z1 Fixed setup cost 1,000 $/zone
Z Average maintenance cost per lane kilometer 33,000 $/lane.mile
Z3 Fixed setup time 2 hr/zone

Z4 Average maintenance time per lane kilometer 10 hr/lane.mile
Va Average accident cost 142,000 $/accident
Vd Value of user time 12 $/veh-hr
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Table 3.3 AADT and Hourly Traffic Distribution on a Four-Lane Two-Way Freeway

Time Period Time Q1 Q2 Q3
0 0:00-1:00 220 930 392
1 1:00-2:00 157 645 391
2 2:00-3:00 148 301 367
3 3:00-4:00 198 238 432
4 4:00-5:00 448 240 432
5 5:00-6:00 1425 326 432
6 6:00-7:00 2941 580 734
7 7:00-8:00 3541 887 1276
8 8:00-9:00 2897 977 1505
9 9:00-10:00 2509 1134 1363
10 10:00-11:00 1793 1283 951
11 11:00-12:00 1586 1589 772
12 12:00-13:00 1528 1544 700
13 13:00-14:00 1475 1673 670
14 14:00-15:00 1541 2074 773
15 15:00-16:00 1414 2808 954
16 16:00-17:00 1079 3501 1042
17 17:00-18:00 957 3719 1026
18 18:00-19:00 991 3061 832
19 19:00-20:00 779 2171 770
20 20:00-21:00 554 1433 644
21 21:00-22:00 504 1314 559
22 22:00-23:00 436 905 392
23 23:00-24:00 325 720 391

AADT 29446 34053 17800

Average Hourly Volume 1227 1418 742

3.4.2 Sensitivity Analysis
Suppose that one lane is closed in the work zoee @nd no fraction of mainline volume

is diverted. We intend to examine the impact of kvbone length on the work zone costs in
work zone cost model with steady traffic flow am@ impact of work scheduling on the costs
in the work zone cost model with time-dependenwvfl/hen using the cost model for steady
traffic inflows, we use the average hourly volunies Q1, Q. and Qs as the steady traffic
inflows.
(1) The analytic model for steady traffic inflows

Chien et al (2001, 2002) proposed that longer z¢med to increase the user delays, but
the maintenance activities can be performed mdieieftly with fewer repeated setups in
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longer zones. From Figure 3.6, we can see thah, mireasing work zone lengths, the average

agency cost decrease while the average user costage. Due to the tradeoffs between

maintenance cost and user cost, the total costaeex function of work zone length and an

optimal work zone length with minimum cost can hsily found.
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Figure 3.6 Work Zone Cost vs. Work Zone Length
(Cost Model for Steady Traffic Inflows)

(2) The analytical model for time-dependent traffic inflows
For time-dependent traffic inflows, the work stéimhe as well

length is important for estimating work zone cobtcause the

1.5
1.6
1.7
1.8 r

as the duration and the

influence of work zone

activities on the traffic depends on the timindasfe closures. Figure 3.7 shows the work zone

costs with varying work zone start times and waukations. As exp

ected, the costs are lower

when the work zone takes place during off-peakqggsti We can see that the cost function is

not convex and multiple local minimum costs mayurcc
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Figure 3.7 Work Zone Cost vs. Work Start time and Work Duration
(Cost Modd for Time-Dependent Traffic I nflows)

3.4.3 Summary

In this chapter, various highway systems studredur research and the significant work
zone characteristics are first defined. After tleatyork zone cost model, which can evaluate
the agency cost, the user delay cost and the artcicest based on given work zone
characteristics, is developed. Analytic modelsdeeeloped to estimate user delay costs under
steady traffic inflows and time-dependent traffadflows for two-lane highway and multiple-
lane highway work zones. Numerical examples aszl s show the impacts of work zone
length, work zone duration and work start time lo@ tiotal cost for steady and time-dependent

traffic inflows. The results can provide useful amhation for developing work zone
optimization methods in later chapters.
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Chapter 4 Work Zone Simulation Model

The accuracy of user delay estimates significaatfgcts the measure of the total work
zone cost. Microscopic simulation programs, whiadel each vehicle as a separate entity, are
usually expected to provide more accurate estinaftgshicle speeds and delays compared to
analytical procedures, especially when the traffinditions or roadway networks are complex.

In this chapter, CORSIM (Corridor Simulator), a gmehensive microscopic traffic
simulation model developed by the Federal Highwaymiistration (FHWA), is used to
simulate various work zone conditions and estintla¢euser delay and vehicle operating cost

due to capacity reductions in freeway work zones.

4.1 Introduction to CORSIM

Traffic simulation models can be classified intacroscopic, macroscopic or mesoscopic.
Microscopic models address and describe the moviewferach individual vehicle in the
traffic flow independence of the movement of th¢gaeent vehicles, both in the longitudinal
(car-following behaviour) and in the lateral (laclganging behaviour) sense. Macroscopic
models describe the traffic flow as a fluid withrjpaular characteristics via the aggregate
traffic variables traffic density, flow, and meapegd. Mesoscopic models track individual
vehicles but group them into platoons with samealigns, and thus provide the precise level
in the middle of microscopic and macroscopic siriafamodels.

CORSIM is a microscopic and stochastic satail It represents single vehicles entering
the road network at random times moving seconddoyisd according to local interaction
rules that describe governing phenomena such a®lt@awving logic, lane changing, response
to traffic control devices, and turning at intetts@as according to prescribed probabilities.

CORSIM combines two of the most widely used traffimulation models, NETSIM for
surface streets, and FRESIM for freeways. CORSIMufates traffic and traffic control
systems using commonly accepted vehicle and dhgbavior models and it has great ability
to model complex road networks, various traffic ditions and different traffic control
alternatives. CORSIM can handle networks of up0 Bodes and 1,000 links containing up to

20,000 vehicles at one time.
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For matching field observations and predicting ficafperformance correctly, the

CORSIM simulation model should be properly calibdator field conditions.

4.2 Simulating Work Zone Conditionsin CORSIM

For the CORSIM model, the input data specified Iy tiser consists of a sequence of
“record types”, which contains a specific set ofadidems as well as an identification number.
These data specified in a “record type” are cdléadries”.

In NETSIM and FRESIM, different record types aredigo contain work zone related

information.

4.2.1 NETSIM
(1) Record Type 11

The record type 11 is the NETSIM link descriptiarhich describes the geometry and the
traffic characteristics of NETSIM links.

The entries 11-17 specify the channelization fodefined lanes. We can simulate a link
with one or more closed lanes, by setting propdueg of the channelization codes for
corresponding lanes. A closed lane can be treated @ansient condition that is due to a
construction zone. The entries 23 and 24 specdyntiean startup delay and the mean queue
discharge headway (in tenths of a second), which affact signalized intersection capacity in
a NETSIM link.

However, only full lanes can be channelized andddgacity of the whole link can be
changed. If we want to simulate a work zone segmahin a surface street link, we have to
divide the link into several links. Also, the roeapacity along work zone segment and drivers’
behavior characteristics are still hard to caliérat NETSIM. Therefore, in this project, we
will focus on freeway work zones.

(2) Record Type 21

Turn movement data for surface street links arercil in the record type 21. These data

will change when detours are used.

4.2.2 FRESIM
(1) Record Type 29
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A comprehensive freeway incident simulation procedis provided in FRESIM. It is
recommended by the user manual for work zone mmglelfhe user can specify either
blockages or “rubbernecking” to occur on a lanecgpéasis. The rubbernecking factor (in a
percentage) represents the reduction in capacritydbicles in remaining open lanes in the
work zone area. Each incident occurs at the sgecibngitudinal position on a freeway link,
extends over the user-specified length of the r@gghand last for any desired length of time
(CORSIM Users’ Manual).

With the above function, it is convenient to set (&) number of closed lanes; (b) location
of work zone (left, center or right of the road}) (vork zone length; (d) starting time of the
work zone; (e) work zone duration; (f) locationtbé upstream warning sign for a work zone;
(g) rubbernecking factor in the remaining open $ame the work zone area.. FRESIM is
therefore attractive for simulating work zone cdimhis due to this freeway incident
specification function, which is defined in the oed type 29.

Nevertheless, there are still some limitationsppl&ations. For example, the time of the
onset of the incident, which is measured from tiaet ®f the simulation, can not exceed 9999
seconds. The duration of an incident can not ex®8889 seconds and the length affected by
the incident cannot exceed 99999 feet.

(2) Record Type 20

Record Type 20 is used to record freeway link dpamadata. In this record type, the
information contributing to work zone operationlirges:
(a) Desired free-flow speed in a freeway link

This parameter specifies the desired, unimpedednrfree-flow speed (in miles per hour)
that is attained by traffic, in the absence of ampedance due to other vehicles, control
devices or work zone activities. Under work zonaditons, the speed limit and driver’s
compliance behavior in the freeway link may be ¢eeh Then the free-flow speed may need
to be varied.

The default value of this parameter is obtainednfrithe simulator imported in Step 2.
Users can reset this value considering the chamggp@ed limit and driver's compliance
behavior in the work zone link.

(b) Car following sensitivity multiplier in a freewaink
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The car following sensitivity multiplier permits &1s to adjust the car-following sensitivity
on a link-by-link basis in a FRESIM network. The ¢allowing sensitivity factor represents a
driver’'s desire to follow the preceding car. Théueaof car following sensitivity multiplier in a
link contributes to the vehicle capacity in thiskli
(3) Record Type 25

Turn movement data for surface street links arertsd in the record type 25. These data

will be updated when detours are used.

4.3 Evaluation of Work Zone Plansin CORSIM

4.3.1 Evaluation Procedure
Microscopic traffic simulation models based on CO¥®$s a powerful tool to evaluate

pre-specified work zone operations based on dédtadpresentations of traffic characteristics,
network geometry characteristics, and traffic coinptans.

To evaluate a work zone plan, there are five stepallow:

Step 1. Build smulation model of the study roadway network in CORSIM

In the first step, a dataset describing the stumhdway network should be defined for
CORSIM. Geometrics of the network, traffic datalsas volumes and turn movements, traffic
control parameters such as sign and signal atsed@ons, and other information should be
provided and can be recorded in a CORISM inputifilermat of TRF file.

Step 2: Specify work zone characteristics.

Major work zone characteristics include: [(Bne closure alternative (number of closed
lanes, number of usable counter flow lanes, numieraccess lanes); (2) Operation
characteristics (work zone length, work startingetj work duration); (3) Work time and cost
parameters used to evaluate work zone duratiomendtenance cost; (4) Detour information
(number of available detours and detour routes).

Step 3: Prepare simulation input file according to the work zone char acteristics.

According to the work zone characteristics, the GDRinput file defined in the first step
is updated by changing existing records which danterk zone related information or adding
new records which describe a lane closure actifdyythis means, a new input file is generated.
In this input file, work zone characteristics hdezn input into the study network.

Step 4: Run simulation.
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After finishing creating an input file which integiing work zone information into record
types that can be recognized by CORISM, we cangssthe input file with the microscopic
traffic simulator CORSIM.

The original input file without work zone orimation is also necessary to be processed
with CORSIM because the net effect due to work zsimeuld be obtained from the difference
between simulation results with and without workne®. In order to reduce the statistical
variance in simulation analysis, multiple simulaticeplications must be run with different
random number seeds. The running time of one stiounldteration depends on scope of the
size of the network, the number of time periods,thbmber of multiple runs.

Step 5: Evaluate Work Zone Delay

When CORISM terminates, an output file in format@@T file will be generated. The
CORSIM output file consists of cumulative NETSIMatsstic data, specific NetSim Statistics
data, cumulative FRESIM statistic data, FRESIM roeknstatistics and network-wide Average
Statistics for each time period. Various measuffesfiectiveness (MOE’s), such as speeds,
densities and delay time, can be calculated fra@XORSIM output.

In our project, we use the net user delay due ttkwones as our major MOE. Since we
intend to evaluate the work zone effect from thsteay point of view, the “Delay Time” in
Network-wide average statistics is used as the watalculate the work zone delay (veh.hr).
The work zone delay is estimated as:

NDlork zone= D network delay with work zore D network delay without work zone (4-1)
whereND work zonelS the net user delay caused by work zone a@8sJil) nework delay with work zone
represents the delay time in Network-wide averdggssics for the last time period from the
output of the simulation file with work zone infoatmon; D network delay without work zorkEPresents
the delay time in Network-wide average statistasthe last time period from the output of the
original simulation file without work zone informan.

The summary procedure for work zone plan evaluatio@ORSIM is shown in Figure
4.1.
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Step 1
CORSIM Input File (TRF)

Step 2 Step 3
Work Zone New CORSIM Input File
Characteristics —— Step 4
Run
MOE Step 5 —— | CORSIM
User Delay due |¢ Simulation Output Data
to Work Zone

Figure 4.1 Procedure of Work Zone Plan Evaluation in CORSIM

4.3.2 Limitations in CORSIM
It must be noted that there are some limitation€@RSIM which may cause difficulties

in work zone simulation with CORSIM.
1. Limitations Related to Input Data
(1) Simulation time

CORSIM can simulate up to 19 time periods with maxin duration, 9999 seconds, in
each time period. Thus, the total simulation tinaarot exceed 52.7 hours. Hence, we
cannot simulate a work zone whose duration excB2dshours in one CORSIM input file
(TRF file).

Due to the first limitation, several TRF files iaatl of one TRF file should be needed
to simulate a work zone with long-term durationeTdelay time is the sum of the results
from the corresponding output files.

(2) The onset time of an incident in record type 29

For record type 29, which is used to simulate frgwork zones, CORSIM only
allows users to specify the onset time of an intiden seconds) at up to 9999 seconds,
(Time is measured from the start of the simulaiiorCORSIM.) This indicates that the

start time of the simulation has to occur less @99 seconds ahead of work zone starting
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time and two zones cannot be successive in a TIRK tihe first zone’s duration exceeds
9999 seconds.

Due to the second limitation, the simulation starte should vary according to the
work zone starting time. For example, if the wodne starting time is 9:00 am, the earliest
simulation start time will be 6:13 am.

2. Limitations Related to Output Data
(1) Vehicles entering the study network

We noted that CORSIM has difficulty dealing withorstge of vehicles on short,
congested links. In the congested network, oncegtieies extend back to the entrance
node and block vehicles from entering the netwdrkhair scheduled time. Vehicles that
were scheduled to depart were not able to do se.“départure delays” of those vehicles
backed up behind entrance nodes will not be includehe total delay estimates in output
statistics.

This limitation may result in underestimating ofeusdelays in over-saturated
conditions. That is to say, CORSIM may be unablprtvide precise delay estimations for
those “bad” work zone plans that may cause quelllbasgk.

(2) Vehicles leaving the study network

Since FRESIM only reports delay for the vehiclest thave arrived at their destinations
during the analysis period, a potential underegtonaf travel time may happen if a queue
has not be cleared or there are vehicles stillhair twvay when the simulation ends. To
solve this problem, additional simulation periodaynihave to be added to clear the queue.
This also indicates that, if several TRF files aeeded to simulate a work zone with long-
term duration, the end time of simulation of ead®FTiile should be set to avoid loosing

the information about vehicles stuck in a queuehsas in an off-peak hour.

4.4 Comparison of Microscopic Simulation and Analytic M ethods

In a macroscopic traffic flow model, speed is dedvrom the relation among flow, speed
and density, while in a microscopic simulation mosjgeed is derived from the car following
theory. In this subsection, we discuss the diffeeeand the relation between microscopic car-
following models in CORSIM and macroscopic trafflow models used in our analytic

methods.
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The macroscopic traffic flow models identify thdateon between the three traffic flow
parameters, namely flowQ], speed V), and densityK), which can be measured fairly easily
in the field using standard loop detectors or itatbunters.

Unlike macroscopic models describing the behavibra cstream of vehicles along a
roadway stretch, microscopic car following modetsatibe the behavior of a pair of vehicles
within a traffic stream. Steady-state microscogicfollowing models characterize the relation
between the vehicle’s desired speed and the destaeadway between the lead and follower

vehicles.

4.4.1 Car-Following Model in CORSIM
In FRESIM and NETSIM, the Pipes car-following modekves as the basis for steady-

state car-following logic (Crowther, 2001). In Pspenodel, the distance headway has a linear
relation with speed. The car-following behavior afvehicle is constrained by a maximum
speed, which is commonly known as the free flonespe
(1) FRESIM

The FRESIM model utilizes the Pitt car-followinghaior that was developed by the
University of Pittsburgh (Halati et al., 1997).

H=H, +cV+bcAV

4-2
=H, +cV wheredV = 0 under steadgtstcondition: (4-2)
_ H-H
V = min( L.V)
(4-3)
where H = distance headway between lead and follower vethi®m)

H; = jam density headway (km)

cz = driver sensitivity factor (hr)
V = follower vehicle speed (km/hr)
b = calibration constant which equals 0.1 if the spafettie follower vehicle

exceeds the speed of the lead vehicle, otherwisesétito 0.
AV = difference in speed between lead and follower velfktteéhr)
V; = free-flow speed (km/hr)
The FRESIM model utilizes 10 driver types, which araracterized by driver sensitivity
factors ranging from 0.6 to 1.5.
(2) NETSIM
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The car-following model in NETSIM incorporates a driveaction time and the ability of
vehicles to decelerate at feasible rates without tiaguh vehicle collisions.

H=H, +AS+AR+S; - S

=H, +VAt under steady-state conditions

=H, +Vi wheredt =1 seconds in NETSIM (4-4)
360(
. H-H,
V = min( LV,) (4-5)
where,
H =distance headway between lead and follower vehidm)
H; = jam density headway (km)

AS = distance traveled by follower vehicle over timesimal At (km)

AR = distance traveled by follower vehicle during itsctean time (km)

S = distance traveled by follower vehicle to come tmmplete stop (km)
S = distance traveled by lead vehicle to come torapete stop (km)

V; = free-flow speed (km/hr)

4.4.2 Relation between Microscopic and Macroscopic Models
The car-following model of traffic has a harmonious tigenmacroscopic theory. The

following procedures can integrate the two approaches.

In traffic flow theory, the relation among floQJ, density K), and speed\) is:

Q =KV (4-6)
Assuming all vehicles in the traffic stream maintdie same headway distance, we obtain:
1
H== 4-7
" (4-7)

For Pipes’ car following model, we substitute Eq.(4-7p ikQ.(4-5) and Eq. (4-6). Then
this microscopic car-following model can be relatedheamatically to the macroscopic speed-
density relationship through the following forms:

1 1

—H, KK
-V, ) = ming =)
G G

_H
V =min(
(4-8)

Page 49 of 127



Q=KV =%V— v v (4-9)

H, +cV Kl"‘CsV

J

The traffic stream model that evolves from the Bipar-following model isnulti-regime
in the sense that a different model is utilized tfog congested versus uncongested regimes.
Specifically, the Pipes model assumes that théidrafream speed is insensitive to the traffic
density in the uncongested regime.

Greenshield’s model developed in 1934 is the mastous macroscopic traffic stream
model. It is applied in the analytic work zone geéstimation method presented in Chapter 3.

In this model, speed is a linear function of densit

Vf

V =Vf _?

i (4-10)
where V; = free-flow speed,;
K; =jam density.
Substituting Eq.(4-10) into Eq.(4-6), we obtain:

K. K.

Q=KV=—L(V,-V)V= KV-—L V (4-11)
V, V

f

From Eq.(4-11), we see that Greenshields’ trafevfmodel is asingle-regime model.

To show the difference of Pipes’ model and Greesidls model, we give two numerical
examples in this subsection. The relations amoog {Q), density K), and speed\) in the
two models are illustrated in Figure 4.2, giv€n=80, V; =80, c3=1/3600. Another numerical
example (Figure 4.3) shows the same comparison whegapacity Q) is the same in both

models.
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4.5 Numerical Example

In this numerical example, we use the CORSIM sitnutamodel to estimate user delays
caused by a work zone in a two-lane one-way freesemynent in different traffic conditions.

The results are compared to user delay calculatédamalytic method.

4.5.1 Test Network Configuration
A hypothetic work zone site is modeled in FRESIMai3-mile freeway segment (Figure

4.4). The freeway segment consists of three lidkmjile upstream work zone link, 1-mile
reduced-lane section and 1-mile downstream workezark. A work zone with one-lane
closure will be in the middle link.

Since the simulation model is hypothetical, theeereo field data available to calibrate it.
Here, we modified two parameters, the car follows®nsitivity factor and rubbernecking
factor, to specify the roadway capacities outside mside the work zone segment given as
inputs. Here the capacity is defined as the maxinnaurly flow passing through the work
zone, which can be obtained by gradually increasifigw rate until the outflow rate keeps

unchanged.

[ [
! !
______________ J.___: ..___.L_______________
| |
| |

.

Upstream Link T Work Zone Link T Downstream Linﬂ

Figure 4.4 Test Network Configuration

Keeping default value of the car following sensitivfactor, we get the roadway capacity
of 2200 vph. The rubbernecking factor in the renmgjriane is set as 45% to result in a work
zone capacity of 1300 vph. The free flow speects® be 65 mph in all three links. All other
parameters such as driver characteristics use llgtdues provided by FRESIM.

To compare simulation results with analytic solosipthe following values are specified:
average work zone speed below capacity of 55 need at capacity of 45 mph, jam density
200 veh/mile.
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4.5.2 Sensitivity Analysis

(1) Steady Traffic Inflows
Assume that the work zone duration is 1 hour, tleekwzone length is 0.5 mile, the

location of upstream warning sign is 5000 ft, ané distance from upstream node is 0 ft. The
simulation time is set to 4 hours and the work zstagets 1 hour after the start of simulation. In
this example, the traffic inflows are steady foe first 3 hours. The traffic inflow in the last
hour is set to be zero to clear the vehicles im#tevork.
User Delay vs. V/C Ratio

Scenarios with increasing traffic inflows are telste&ach work zone scenario is run 10
times for each volume to work zone capacity radaging from 0.5 to 2.5. Table 4.1 and
Figure 4.5 show the averages net user delay olotaireean CORSIM and the net delay

calculated by deterministic analytic method forsaknarios.

Table 4.1 User Delay for Traffic Inflows for V/C Ratios from 0.5to 2.5

VIC Volume Capacity  Avg. Delay (veh.hr) Standard Net Delay (veh.hr)

(vhp) (vph) (CORSIM) Deviation (Analytic Method)

0.5 650 1300 0.74 0.05 0.91
0.6 780 1300 1.06 0.06 1.09
0.7 910 1300 1.46 0.08 1.27
0.8 1040 1300 2.26 0.12 0.67
0.9 1170 1300 5.63 0.55 0.75
1.0 1300 1300 48.17 3.14 4.45
11 1430 1300 119.60 4.68 71.37
1.2 1560 1300 197.37 3.10 142.13
13 1690 1300 288.87 5.27 216.73
1.4 1820 1300 385.42 6.07 295.17
15 1950 1300 490.53 4.32 377.46
1.6 2080 1300 583.67 7.10 463.58
1.7 2600 1300 655.21 6.48 553.50
1.8 2340 1300 712.16 13.33 647.00
1.9 2470 1300 756.14 14.62 745.00
2.0 2600 1300 800.59 22.67 846.49
2.1 2730 1300 844.02 21.01 951.50
2.2 2860 1300 875.47 12.60 1060.99
2.3 2990 1300 895.14 20.21 1174.00
2.4 3120 1300 906.95 19.26 1293.86
25 3250 1300 922.05 29.95 1411.55
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User Delay for V/C Ratios Ranging from 0.5 to 2.5

—— CORSIM —=— Deterministic Analytic Method
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Figure 4.5 User Delay for V/C Ratios Ranging from 0.5to 2.5

As seen from Table 3.1 and Figure 3.4, CORSIM esttdn higher user delays than the
deterministic analytical results in most scenanwasich is expected.

However, at high Volume/Capacity ratios the CORSdstimates become lower than
analytical results and the run-to-run standard atexm becomes larger. After checking the
output files and the corresponding animation fienegrated by TSIS, we find that the queue
spills back from the upstream work zone link to #merance node when the V/C ratio exceeds
2.0. As we have discussed in the previous subseectimut CORSIM limitations, CORSIM
ignores the vehicles which cannot enter the netwdde to queue spillback, thus
underestimates of total delay time in over-sataratnditions.

(2) Time-Dependent Traffic I nflows

In this case, traffic inflows are time-varying inday. Two scenarios with different traffic
volumes are analyzed to test the simulation resnlwifferent traffic conditions. In the first
scenario for uncongested network, the baselinelyaiistribution of the traffic inflow, shown
in Table 4.2, uses detector data obtained fromostaB2500 along northbound US 1 in
Maryland. In the second scenario for congested ortwhourly traffic volumes are 1.5 times
higher than the baseline volumes.

The fixed work zone setup time and the average t@@@mce time are assumed to be 1
hour and 10 hour per lane mile, respectively. Ttienwork zone length can be derived from

the work zone duration.
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User Delay vs. Work Zone Start Time

For a 0.5-mile long work zone with one lane clostine work duration needed to finish the
work is 6 hours including 1 hour setup time andobirhmaintenance time. Given the location
of upstream warning sign as 5000 ft and the digtdnmm upstream node to work zone start
point as 5000 ft, we seek to perform a sensitiaitglysis on the impact of work zone start time
on user delay per lane-mile. User delays with d#ifé work zone start time in both scenarios
are shown in Table 4.3, in which both simulatiosutes and results from the analytic method
presented in Chapter 3 are provided.

The results for Scenario 1 with baseline traffidvoes are shown in Figure 4.6. We can
see that user delays increase sharply when the nank start time approaches peak times,
which results in lane closure in peak hours. Comgasimulation results and analytic results,
we find the trend lines are almost the same. In-yolume hours, the analytic method
estimates a little bit higher delays than does CIDR8ue to probably overestimation of
average work zone speed. In other times, the aoahgthod estimates lower delays than does
CORSIM. Since the traffic condition is under-satadain scenriao 1, the comparison result is
consistent with that from the steady traffic inflewample, as we expected.

Figure 4.7 displays the results for Scenario 2 witfher traffic volumes. The changes of
user delays become more sensitive to the work star¢ time. The trend lines of simulation
results and analytic results are still similar ézle other. However, when work zone takes place
in peak hours, delays obtained from CORSIM becoadyfinsensitive to work zone start
times and they are much lower than delays calalilatiéh the analytic method. As we have
discussed in the steady traffic inflow case, tlais be explained by the CORSIM’S inability to
track the vehicles which can not enter the netvelud to queue spill back to entry nodes. Once
the traffic condition becomes so over-saturatetl i@ entry nodes are blocked, CORSIM may
underestimate delay times because it does notdemsie “departure delays” of those vehicles

stuck outside the network.
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Table 4.2 Hourly Traffic Distribution (US-1, North Bound, Station B2500)

Time Period Time Baseline Volume High Volume

(vhp) (vhp)

1 0:00-1:00 155 233

2 1:00-2:00 74 111

3 2:00-3:00 74 111

4 3:00-4:00 73 110

5 4:00-5:00 156 234

6 5:00-6:00 362 543

7 6:00-7:00 757 1136
8 7:00-8:00 1225 1838
9 8:00-9:00 1270 1905
10 9:00-10:00 962 1443
11 10:00-11:00 960 1440
12 11:00-12:00 1016 1524
13 12:00-13:00 1271 1907
14 13:00-14:00 1248 1872
15 14:00-15:00 1247 1871
16 15:00-16:00 1451 2177
17 16:00-17:00 1623 2435
18 17:00-18:00 1662 2493
19 18:00-19:00 1318 1977
20 19:00-20:00 867 1301
21 20:00-21:00 633 950
22 21:00-22:00 521 782
23 22:00-23:00 372 558
24 23:00-24:00 231 347

AADT 19528 29292

Average Hourly Volume 813 233

Table 4.3 User Delay for Baseline and High Traffic Volumes with Different Work Zone Start Times

Work Zone User Delay (Baseline Volume) User Delay (High Volume)
Start Time (veh.hr/lane.mile) (veh.hr/lane.mile)
CORSIM Analytic Result CORSIM Analytic Result

0 1.42 6.11 1.48 9.16
1 2.84 10.22 9.92 15.34
2 2.84 18.1 702.42 1097.47
3 140.76 26.28 2469.76 3389.6
4 187.82 32.36 4258.44 5967.74
5 191.24 37.85 6021.46 8825.03
6 191.24 42.32 6021.46 12128.21
7 223.24 45.84 9795.44 16639.33
8 328.7 46 9858.74 14775.33
9 479.76 45.84 8166.36 12087.33
10 965.16 350.15 8446.84 18329.33
11 2488.14 1300.48 9279.56 26719.33
12 4230.22 2974.42 10184.8 34839.33
13 5280.18 4682.62 10138.68 36399.33
14 6790.04 5524.97 10065.86 36589.33
15 7542.84 5520.77 10204.6 34809.33
16 5751.64 4005.45 10287.2 28565.33
17 2409.66 1518.14 10182.56 15473.33
18 193.84 62.831 5047.54 3398.188
19 5.66 19 178.42 28.48
20 2.72 13.58 7.16 20.36
21 1.44 9.76 3.74 14.63
22 0.68 6.69 1.64 10.03
23 0.3 5.22 0.78 7.82
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Figure 4.6 User Delays with Different Work Zone Start Time
(Scenario 1, Baseline Volumes, Work Duration=6 hours)
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Figure 4.7 User Delays with Different Work Zone Start Time
(Scenario 2, High Volumes, Work Duration=6 hours)
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User Delay vs. Work Zone Duration

Assuming that the work zone start time is 23:00 e, test the impact to work zone
duration, which is related to work zone length tloa user delays caused by per lane mile work
zone activity. The results are displayed in Table 4

Figure 4.8 and Figure 4.9 show the user delays ditfierent work zone duration with
baseline traffic volumes and with high traffic volaes, separately. The trend lines of the
change of user delays from CORSIM and from theyditaimethod are consistent with each
other. Still, CORSIM results are higher than analyesults in Scenario 1 with base line
volumes under uncongested traffic conditions, aed@wer than analytic results in Scenario 2
with high volumes under congested traffic condisioaspecially when closing lanes in peak
hours.

Table 4.4 User Delays for Baseline and High Traffic Volumes with Different Work Zone Durations

Work Zone  Work Zone  User Delay(Baseline Volume) User Delay (High Volume)

Length (veh.hr/lane.mile) (veh.hr/lane.mile)
Duration (mile) CORSIM  Analytic Result CORSIM  Analytic Result

2 0.1 0.9 2.64 1.9 3.95
3 0.2 0.45 3.14 1 471
4 0.3 0.33 3.65 0.77 5.47
5 0.4 0.2 4.15 0.55 6.22
6 0.5 0.3 5.21 0.78 7.81
7 0.6 1.13 7.69 1.25 11.53
8 0.7 1.9 12.86 6.99 19.29
9 0.8 19.78 21.24 416.4 699.43
10 0.9 63.67 29.93 1370.8 1902.622
11 1 63.9 36.51 2129.51 3009.956

User Delay per lane mile vs. Work Duration
(Uncongested Traffic Condition)

| ——CORSIM —=—Deterministic Analytic Method|

Delay per lane.mile
(veh. hr/lane. mile)

Work Duration (hr)

Figure 4.8 User Delays with Different Work Zone Duration
(Scenario 1, Baseline Volumes, Work Zone Start Time=23:00)
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User Delay per lane mile vs. Work Duration
(Congested Traffic Condition)
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Figure 4.9 User Delays with Different Work Zone Duration
(Scenario 2, High Volumes, Work Zone Start Time=23:00)
4.6 Summary

In this chapter, work zone plans are analyzed simulation and user delays are estimated
using CORSIM software. The incident function in FIRH, a freeway component in COSRIM,
is chosen to simulate the work zone sites. The @wi®gn of microscopic car-following model
and macroscopic traffic flow model is discussednsievities of the delays estimated by
CORSIM and by the analytic method presented in @&hap with respect to traffic conditions
and work zone characteristics are analyzed. Itagnd that work zone activity may
significantly affect traffic conditions and causegihh user delays if the work zone
characteristics, such as work zone start time, worle duration, are not properly planned. It is
also found that CORSIM estimates higher delays thamanalytic method under uncongested
traffic conditions while estimating lower delaysththe analytic method does under congested
traffic conditions. This can be explained by thakitity of CORSIM to calculate the delays of
the vehicles that cannot enter the network as sgbdddue to the queue spillbacks to traffic

entry nodes in an over-saturated road network.
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Chapter 5 Work Zone Optimization based on Analytic
Model for Steady Traffic Inflows

In this chapter, work zone optimization models $teady traffic inflows are developed
for two-lane highway and multiple-lane highway worknes. The optimization problem
statement is discussed in Section 5.1. Sectiorp&e&ents an optimization model formulation
without considering a time-cost tradeoff while $&e$ 5.3 and 5.4 formulate an optimization
model considering a time-cost tradeoff. A numereample is provided in Section 5.5.

5.1 Problem Statement

Optimization can be defined as the process of figdihe conditions that give the
maximum or minimum value of a function. To descrée optimization problem, we should
define: (1) the objective function; (2) the decisivariables; and (3) inequality or equality
constraints.

In Chapter 3, we discussed important work zoneadtaristics affecting work zone costs.
These characteristics includes: (1) lane closueradtives; (2) operation characteristics such
as work zone length and work zone schedule; (3 &imd cost parameters; and (4) detour type.

In this work zone optimization problem, the objeetifunction is to minimize the total
cost per maintained lane length. The cost functianterms of the above characteristics have
been obtained in Chapter 3.

In this chapter, we present two optimization modkisone model, the work zone length
is used as the decision variables and the objedtimetion is shown in Eq.5-1. In another
optimization model, the work zone length and waaker which represents tradeoff between
work time and cost, are optimized simultaneous$yobjective function is shown in Eq.5-2.

Min Ct=f (work zone length) (5-1)
Min Ct=f (work zone length, work zone rate) (5-2)

For steady traffic inflows, closed-form objectiventtion can be obtained. The classical

methods of differential calculus can be used td fime unconstrained minima of the function

of certain decision variables.
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5.2Work Zone Alternatives

5.2.1 Review of Work Zone Characteristics
The following variables are defined for describimgrk zone characteristics:
n; = the number of lanes in the Direction 1
n, =the number of lanes in the Direction 2
N = the number of closed lanes in the Direction 1

N2 = the number of closed lanes in the Direction 2
For two-lane two-way highways\, is a binary variable. If the lane in the opposite

direction is open for traffic in both directiong,=0. If the opposite lane is also closegi=1
and in such cases the traffic flows in both dir@tsi have to be fully diverted to detour routes.
For multiple-lane two-way highwaysg, represents the number of usable counter-flow

lanes for the traffic along the original directihen a crossover is used.

Ny = the number of lanes used to access among teectlanes
No1 = the number of open lanes open for the traffitoim in Direction 1
No2 = the number of open lanes open for the traffilowm in Direction 2
ny = the number of maintained lanes

For two-lane two-way highways,

B1= N1 - Neat+ (1- Neo) (5-3a)

No2= N2 - Nc2 (5-3b)

Nw = Nc1t Ne2-Na1 (5-3c)
For multiple-lane two-whighways,

No1= Ny - Ne1t Ne2 (5-4a)

No2= N2 - Ne2 (5-4b)

Nw = Nc1-Na1 (5-4c)

Ly =the work zone length;

Dw = the work zone duration;

z1 = the fixed setup cost per zone;

z, =the average additional cost per lane length;
z; = the fixed setup time per zone;

z, =the average additional time per lane length;
Cw = work zone capacity;

Co =normal capacity;
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Vw = average work zone speed;
Q, = traffic inflow in Direction 1 (veh/hr)
Q. = traffic inflow in Direction 2 (veh/hr)

p: = the diverted fraction for the traffic inflo@;;
p. = the diverted fraction for the traffic flo®,;

Quim = the traffic flow in direction 1 along work zoniek;

Quin= (1-p1) Qu (5-5)
Qm = the traffic flow in direction 2 along counter vkazone link;
Qan= (1-p2) Q2 (5-6)

Lag = the length of mainline segment AB, shown in Figbirk
Lac = the length of detour segment AC, shown in Figufie 5.
Lco = the length of detour segment CD, shown in Figuie 5.
Los = the length of detour segment DB, shown in Figufie 5.

Q2

A
- ——————————— = |————

> & >

Q1 | I

| [

| I
Qu | I
Sode slp
Qs

Figure 5.1 Geometric of the Study Network for Steady-Flow Traffic Inflows

In this optimization problem, work zone length dmde-cost parameters are chosen to be
decision variables. However, other work zone charéastics, such as lane closure alternatives,
are also significant elements. Several alternataresspecified for two-lane two-way highway
work zones and four-lane two-way highway work zonekich are typical examples of
multiple-lane two-way highway work zones. Optimipat models are developed for each

alternative.

5.2.2 Two-Lane Two-Way Highway Work Zone Alternatives
(1) Alternative 2.1: One lane in Direction 1 is closé@the traffic inflows from both directions

are alternated on another open lane. No detouwvadadle. In this casenc.=1, n.=0,
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p1=0% andp,=0%.

(2) Alternative 2.2: A fraction of traffic flow in Diretion 1 is diverted to a detour. Traffic flow
in Direction 2 is not diverted. In this casg;=1, n..=0, 100%3,>0% andp,=0%.

(3) Alternative 2.3: All traffic flow in Direction 1 igliverted to the detour while the remaining
lane is only used for traffic in the other directidn this casen.;=1, n,=0, p;=100% and
p2=0%.

(4) Alternative 2.4: All traffic in both directions wiverted to the alternate route and both lanes
are closed for work. In this casg;=1, n.2=1, p1=0% andp,=0%

The geometries of all four alternatives are showhRigure 5.2.

5.2.3 Four-Lane Two-Way Highway Work Zone Alternatives
(1) Alternative 4.1: One of the two lanes in Directibnis closed foQ; traffic. No fraction of

Q. traffic is detouredQ; traffic is not impacted. In this casg;=1, n,,=0 andp;=0%.

(2) Alternative 4.2: One of the two lanes in Directibis closed foQ; traffic. A fraction ofQ,
is detouredQ, traffic is not impacted. In this casg;=1, n.;=0 andp;>0%.

(3) Alternative 4.3: Both of the two lanes in Directi@rare closed. AlQ; traffic is detoured.
Qq traffic is not impacted. In this casg;=2, n.,=0 andp;=100%.

(4) Alternative 4.4: Both of the two lanes in Directi@rare closed. AlQ; traffic crosses over
into one lane in Direction Z), traffic is impacted. In this case;=2, nc=1 andp;=0%.

The geometries of all four alternatives are showhigure 5.3.
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(d) Alternative 2.4: Two Directions Detoured

Figure 5.2 Geometries of Analyzed Work Zones for Two-Lane Two-Way Highways
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Figure 5.3 Geometries of Analyzed Work Zones for Four-Lane Two-Way Highways

Page 66 of 127



5.3 Optimization Model without Considering Time-Cost Tradeoff

In this optimization model, the work zone lendth is chosen as the decision variable.
Work zone cost functions for two-lane two-way higiyg and multiple-lane two-way
highways have been formulated in Chapter 3. ThangtL,, can be obtained by setting the
partial derivative of the cost function with respecequal to zero and then solve qQr

5.3.1 Work Zone Optimization for Two-Lane Two-Way Highways
The work zone cost per lane length for two-lane-tmay highways can be obtained with

the following equations.

gana
CT :CM+CD+CA:ZL+ZZ|'WQV+(1+F)\£E

= (5-7)
tg =tgrttaottastions
o= (+z L)[Q(G - Q)+ Qf G~ Q) L +(Q +Q, )2+ 2 LW)(i_ﬂ) (5-8)

Vo(Cu= Q= Q) Vo Vo
L L L L L L L L
tdz :CtlplQl(Zs"- Z, lw)(i"'ﬁ"'—*CD _ﬂ)_i_ 52 p2Q2(23+ 4 Iw)(VAC + VBD + V*CD _ﬁ) (5-9)

VAC VBD Vd, CD VAB AC BD d, DC AB

L L L L
_ co _ koo co__ =co 5-10
fo = Q2L )+ Q2 + 2L ) (5-10)
tyoscp = O when, @RQ < C (5-11a)
e =5 ST 2)Q Q- Goa* 2 L) whenQr BQe 6 (511D
tazspc = O when, QR,Q, < G (5-12a)
fsse =522 QR Gola 2 L) whenQr Q> G (5-120)

& = 1if the traffic in Direction 1 will be diverteb the Direction 3, otherwisg=0;

» = 1 if the traffic in Direction 2 will be diverteb the Direction 4, otherwis&=0;

The formulation of optimal work zone length for falternatives is shown below:

L*=\/(P3+Rt)zs+(|:s’+ R(2°+ 2 (5-13)
(R+P)z+(R+ R(2)'’
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where,
(1) Alternative 2.1

p,=YalAn(Cu= Qn) + Qf Cu= QI (5-14a)
VW((:W Qm Qfﬂ)
P.=y 1_1 5-14b
=Vo(Qn + Q )(VW VAB) (5-140)
P3=P4,=Ps=P&=0 (5-14c)
(2) Alternative 2.2
P]_: Va[le( Cw_ Qn‘) + Qn( CW_ Q r)] (5_15a)
V(G — Q= Q)
P=v,(Q,, + Q) i__l) (5-15b)
a m V VAB
L L L L L
P3:Va pQ( AC 4 —BD . _—CD _ AB)4 Q( Leo ——cp) (5-15c)
VAC VBD Vd, cD VAB d CcD VCD
Pamv, ~ 1+ OB TR S Yy max(0g, + RQ- G ) (5-15d)
2 Co—Q
P4=P6=0 (5-15e)
(3) Alternative 2.3
P]_:O (5-163.)
1 1
P=v,Q, (- 5-16b
2= Q2m(VW VAB) ( )
L L L L
P3=v, pQ(—AC + 8D 4 —CD _ L )y, ( Leo _ —Cp) (5-16¢)
plQl VAC VBD Vd CcD VAB Q d cD VCD
Pa=v, ~ 1+ MXOR AL Co bty max(og, + RQ- G ) (5-160)
2 Cr—Q
P4:P6:O (5'168)
(4) Alternative 2.4
P,=0 (5‘17&)
1 1
P=vo (L_1 5-17b
2 aQZm(VW VAB) ( )
L L L L L L
P3:Va p.I.Q.L( AC 4 —BD 4 _—CD _ﬂ)+\é Q(i_ﬁ) (5-170)
VAC VBD Vd, CcD VAB vd CcD VCD
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g PO AR ) max(0Q, +RQ- G ) (5-170)
L L L L L
P,= AC 4 BD co _ LAy, _Loo 5-17
T pZQZ(VAc ' VBD ' Vd, DC VAB) Q( d DC VCD) ( e)
Pz, 5@ TR AT )0 max(0R, + RO~ G ) (5-17)

5.3.2 Work Zone Optimization for Multiple-Lane Two-Way Highways
The work zone cost per lane length for two-lane-iway highways can be obtained by

the following formulations.

Hana
CT _CM+CD+CA:ZL+ZZLWQ"+(1+108)\€E

.= = (5-18)
I_W |]‘IW I_W Ij-]W I-Wl:hw
td :td1+td2+td3+td23 =( tdll,queuing Jdll,moving+ 1:d12,queuing +td12,moving)+td3+td23 (5'19)
t 11 queuing = 0 whenQ,_ <c,; i=1,2 (5-20a)
td1| queumg (1+ S n QWI )(Qm| - CW| )(ZS + Z )2 V\hen Qmi >CWi i:1’2 (5-20b)
Oi mi
d1| ,moving (_ - _)le(z + z, L ) when Qmi < Cui (5@1
V, Va
by o = (2~ ) (24 2,L) when Q> ¢ (5-21b)
’ V, Vi
L Leo L L L
=EPQUZT B LIS + 0 R )+ Ep,QU(2 B LI R ) (5:23)
AC BD d,CD AB AC BD d,DC AB
L L L L
t. = +7,L )(—SD — —Cby 4 +z,L co _ =cp 5-24
d3 51Q3(Z3 Z4 W)(V’;’CD VCD ) £2Q4(Z3 Z4 W)(Vd*’DC VDC ) ( )
td23,CD = O When3 QHle C (5-25&)

L4230 __(1 Qs-::P—QlQich)(Qs"'PQl Go)(z+ z L) when Q+ PQ> G (5-25b)

tizspc = O when, QR,Q, < G (5-26a)
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ty2snc =%(1+Q44(-:P2—?2(;4%)(Q4 +PQ,-GC.)(z+ z L) when Q+ RPQ> G (5-26b)

The formulations of optimal work zone length forufoalternatives are shown in the

following expressions.

L :\/ Rz+(R+ R(2)"+ E (5-27)
Rzn+(R+ B(zn
where,
(1) Alternative 4.1
Pl:Val(l"' max(0Q,, ~C, ))(1+ max(0Q,, - C, ). (5-28a)
2 CAB - Q.L
1 1
2 anm(VW VAB) ( )
Ps=Ps=0 (5-28c¢)
(2) Alternative 4.2
Pi=y, L+ MO0 =Co )1 maxoq. - C, ) (5-29a)
2 CAB - Ql
Pmv.Q (-1 (5-29b)
? : " Vw VAB
L L L L L L
P3:Va P Q(oAC + 8D 4 —CD _ “AB)Ly (R — —CD) (5-29¢)
VAC VBD Vd, CD VAB vd CD VCD
P5:Va1(l+ maX(O’QS + PlQl_ Q:D ))(1+ maX(OQ3 + H.QI__ Q)D ): (5'29d)
2 CCD - Qa
(3) Alternative 2.3
P,=0 (5-30a)
P2:0
L L L L L L
P3:Va p.I.Q.L( AC 4 =BD 4 *CD _ﬂ)+\é Q(i_ﬁ) (5-30b)
VAC VBD Vd, CcD VAB vd Ccb VCD

P5:Va3(1+ max(0Q; + RQ - G,
2 Co—Q
(4) Alternative 2.4

P=y, L+ MX0Q, -

‘2 CAB_QL

)+ max(0Q, + RQ - Gy ). (5-30c)

)1+ max(0Q, - G, )
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~ @ MO8 —Cou) 14 max(0Q,, - C,, ) (5-31a)

+ Va - (1 J

2 CAB - Qz
Py=v,(Q, + sz)(% —V—L) (5-31b)
P3=0 (5-31C)
P=0 (5-31d)

5.4 Optimization Model Considering Time-Cost Tradeoff

The maintenance time and cost can be affected fitlgreit resource combinations and
construction methods. For congested highway sestiinmay be worth spending more on
equipment and/or labor in order to significantlyluee the lane closure duration and hence
decrease the motorist delays.

Therefore, in this subsection we consider the tme cost tradeoffs in planning the road
maintenance projects. The work zone length andimbik rate parameter are simultaneously

optimized to minimize the work zone total cost pempleted lane length work.

5.4.1 Proposed Relation of Time and Cost
In previous studies without considering time andtcwadeoff (Chen and Schonfeld,

2005), it is assumed that the cost and durationtfons are both linear. The total construction
cost function for a given work zone is definedGas=z,+z,L; the construction cost per length
Cn is then the total co€ly divided by the length,,:

c =4 (5-32)
n L tz

wherez is the fixed set-up cost per zone ands the variable cost per lane length. Tae
value would depend on worker numbers and skillastraction methods, materials, equipment
productivities, etc.

The work duration for a work zone of lendthis:

D,=z+2zL, (5-33)
where z is a fixed setup time per zone and z4 is the bériavork duration needed per lane
length.

In introducing tradeoffs between work duration @odt, we note that any point on a time-
cost tradeoff function (such as A, B, C in Figuréd)iuniquely determines both a variable cost
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parameterz, (in $/lane-length) and a variable time parametge(in hrs/lane-length). For
mathematical convenience we choose to zisather tharg, as one optimizable “work rate”
parameter. Of course, optimizing either one of thalso optimizes the other and hence
resolves the time-cost tradeoff.

For reasonable simplification and applicability a®sume here that the function relating
variable cost to variable time is a shifted hypédicbone, which is convex and continuously
differentiable. The functional relation betweenighte cost and variable time per lane per
length is defined in a hyperbolic form.

(z-c )z -t)=Kk (5-34)

In EQ.(3),k; is the trade-off coefficient that

Variable Duration =,

can be estimated through empirical data; it can A

I
LI}

represent various types of construction activities, c

L

e.g. grinding, paving, or reconstructidnjs the \\
minimum variable duration required per lane per \L A

length;c, is the minimum variable cost per lane

per length.

. . et NS
Thus, the variable duration, can then be o \L] L
C

represented as a function of the variable zost v 52 % Variable C
K Figure 5.4 Time-Cost Tradeoff Relation
1

z, =t +—21—
%G (5-35)

The choice ofz, which can also be treated as the “work rate” p&tar, depends on
how one evaluates the time value of the constroctirk. For congested facilities or
congested periods when the user delay may incréi@sically, construction agencies may
prefer to employ more equipment and manpower telacate the work and reduce traffic
impacts. In Figure 5.4, the lingés andL, represent two different ratios of time and cod.the
cost of user delays increases, the work shouldone faster (but more expensively). Thus,
has a lower time value (cost per time unit) thanand the contact points A and B indicate the

optimal tradeoff combination ofy4, z;) for the time value linek; andL,, respectively.

5.4.2 Optimization Model Formulation
The total cost per lane-length, which constitutes objective function, has been

formulated in Eqs.(5-3) to (5-31).
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The delay component of the total cost and hencestitueture of the objective function
depends significantly on whether the inflow exceéus capacity. Therefore, two different
objective functions are used to optimize the systdepending on whether inflovd;, exceed

the work zone capaci@,.

Applying 2mh ,
for @, <c,, we have

CT=%+22+ E{Qme{ %+(\;+22lEQ/J % E{%{“H %lf QH}+ P{%{VH ; gﬂ (5-36a)

for @n > Cu we have

%{y[w;q%}zwe{p(w ZZ‘E(J Lw} +P{i+(fv+Lﬂ (5-36Db)

:i+ + Fl’
LT {23 ( K, ﬂ L, z,-¢,
+B| =+ t, +
L, -G
where
R= (vd + 'L;) (5-37a)
P, :[i—_]']
Yo Ve (5-37b)
P,= plq(i+i+ oo L—]
VAC VDB Vd, CD VAB (5_370)
le = qug(ﬁ_ﬁj
Vd,CD VCD (5_37d)
Ps - (le _Cw)(1+ le_ ij
2 Cre ~Qn (5-376‘)

HereP,, P,, P3, andP, are defined for convenience of expression.

It can be determined by inspection that Eq. (5-3&&) Eq. (5-36b) are convex with
respect tol(s, z). The convexity ensures that the solution satigfythe optimality conditions
is globally optimal. In the following analysis, vderive and analyze the optimality conditions

based on the above two formulations.
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(1) First-order Conditions
The first-order conditions fgy, < c, are shown below.

%r _o-= k) - 5-38
=0 F;F;Qm[wzz_q] (2+ RRz+ BJ [ (5-38)
S =0=1k(RPQUL+RR+ Rz ¢ (5-39)

For @, > C,, the first-order conditions are:

gﬁv:o:a%qﬂ[wZZ—'EQ} ee[w—%'ﬁlgj -(2+ PRz P2 PPY L (5-40)

o =0=1k(2RRa+ BRG L+ BB P2 PRUY( £ T2 PPRL 2 ) (54D

By solving each of the equation pairs above we obtain the applicable optimal

combination of L, ) that minimizes total system.

(2) Second-order Conditions. Characteristics of Hessian
To satisfy the second order conditions for the minmn, we must also check that at the
optimal valued.,,* andz* the Hessian matrix of the cost functi@ must be positive definite
(Nash and Sofer, 1996). The derived Hessian metsymmetric and shown below.
0°C, 0°C
oL’ oLz (5-42)
0°C,  9°C;
0z0L, 0z’

H:

For Q:m not exceeding the capacity

PC=a(zrRRa RY L (5-43)
f,zcj =2 (RRQ, L+ RR+ B)(2- ¢ (5-44)
0°C, _ 0°C, __ _ a2 5-45
Lo~ szaL - RRk(m 0 (5-45)

For Q:m exceeding the capacity

sr=2(a+RRar B2+ PRY) I (5-46)
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TG _y(2RRKkz+ RRG kL+ PRK Ple2 PPKLY 2 JE+6 PPKL 2 )¢ (547)

0z,
az—CT:aZ—CT:_ _ —2_ -3 5-48
oz azpl \ARGK*2RRKN(2- g -2 PRK( 7 (5-48)

For any reasonable numerical values (i.e., positive not impractically high) that are
substituted into the above equations, we can aanflie positive definite property of the

Hessian, and hence the global optimality of theitsmh.

5.5 Numerical Example

The numerical values chosen for this analysis aset on previous studies and rough
estimates. They illustrate the model’'s capabiljtlast would be replaced by more precise and
pertinent values for practical applications. Afsgplying the baseline values to the optimality
conditions, we can obtain the minimum cost solutibime baseline values of all variables used
in the example and the numerical results are sumstwharin Table 5.1 and Table 5.2,

respectively.
Sensitivity Analysis

To illustrate the effects of the tradeoff betweiametand cost, at a given diversion fraction
p = 0.3, we analyze the sensitivity of the resultopgimal work zone length, variable cost, and
total system cost to the inflo®;. The results are summarized in Table 5.2 and shiown

Figure 5.5.

(1) Inflow vs. Total System Cost

As expected and shown in Figure 5.6, the minimizedl cost increases &% increases.
After the undiverted flowQin exceeds the work zone capacdy, the total cost increases
rapidly as the user delay cost increases rapidtly axtounts for an increasing fraction of the
total system cost. A larges is then optimized to reduce the work duration.
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Table 5.1 Notation and Baseline Numerical Inputs

Variable Description Baseline Values

Ca Average accident cost per lane-kilometer ($/lane-km)

Cwm Maintenance cost ($/lane-km)

Co Maximum discharge rate without work zone (vph) 2,600 vph

Cq Queue delay cost ($/lane-km)

Cr Average total cost ($/lane-km)

Cy Average user cost ($/lane-km)

C, Moving delay cost ($/lane-km)

Cw Maximum discharge rate along work zone (vph) 1,200 vph

D Total work duration for work zone length L (hr)

d Average work duration ($/lane-km)

L Work zone length (km)

Lg Detour length (km), which is Lg;+Lgo+Lgs

La1 Length of first detour segment (km) 0.5 km

La2 Length of second detour segment (km) 5 km

Las Length of third detour segment (km) 0.5 km

Lt Length from A to B (km), which is L+L,+L, 5km

K; Jam density (veh/lane-km) 200 veh/lane-km

N, Number of accidents per 100 million vehicle hours (number of acc/ 100 40 acc/100mvh

p 'rl'Tl\tlahlzraction of flow in Direction 1 that diverts to alternate route 0.3

Q: Hourly flow rate in Direction 1 (veh/hr) 1600

Qin The undiverted flow in Direction 1 (veh/hr)

Qi The diverted flow in Direction 1 (veh/hr)

Qs Hourly flow rate in Direction 3 (veh/hr) 500 vph

tq Queue dissipation time (hr)

tm Moving delay (veh-hr)

tq Queueing delay (veh-hr)

Va The approaching speed on original road without work zone (km/hr)

Vb The speed of diverted traffic Q.o on the segments of Ly, and Lys:

V¢ Free flow speed along AB and detour (km/h) 80 km/hr

Vi Work zone speed limit (km/hr) 50 km/hr

Vd* Detour speed in Direction 3 affected by diverted traffic from Direction 1
(km/hr)

Vo Original speed on Lg, unaffected by Q, (km/hr)

Va Average accident cost ($/accident) 142,000 $/acc

Vg Value of user time ($/veh-hr) 12 $/veh-hr

Z Fixed setup cost ($/zone) 1,000 $/zone

Z Average maintenance cost per additional lane-km ($/lane-km)

Z3 Fixed setup time (hr/zone) 2 hr/zone

24 Average maintenance time (hr/lane-km)

k1 Tradeoff coefficient, depending on the types of construction activities; 12,000$-hr/(lane-
($-hr/(lane-km)?) km)?

ty Minimum variable time per lane-kilometer (hr/lane-km) 3 hr/lane-km

Cy Minimum variable cost per lane-kilometer ($/lane-km) 50,000 $/lane-km
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Table 5.2 Numerical Results with p=0.3 and k;=12,000

Inflow from Optimal Optimal Minimum Total Variable Total User
Direction 1 Work Zone Variable Cost  System Cost ($/lane- Duration Delay Cost

(vph) Length (km) ($/lane-km) km) (hr/lane-km) ($/lane-km)

Q L 2* Cr* 2 C, +C;
400 1.5885 50,860.2340 52,608.8307 16.9497 1,059.0870
500 1.4841 50,936.2388 52,859.0097 15.8172 1,178.0461
600 1.4051 51,002.5091 53,081.3353 14.9700 1,285.5335
700 1.3424 51,061.2600 53,282.0246 14.3073 1,383.7223
800 1.2910 51,113.8882 53,464.9702 13.7731 1,473.9303
900 1.2477 51,161.3274 53,632.7522 13.3330 1,556.9873
1000 1.2104 51,204.2253 53,787.1418 12.9649 1,633.4180
1100 1.1778 51,243.0407 53,929.3765 12.6537 1,703.5407
1200 1.1489 51,278.0998 54,060.3209 12.3889 1,767.5246
1300 1.1229 51,309.6306 54,180.5646 12.1629 1,825.4236
1400 1.0992 51,337.7853 54,290.4850 11.9700 1,877.1963
1500 1.0774 51,362.6531 54,390.2868 11.8064 1,922.7180
1600 1.0570 51,384.2691 54,480.0269 11.6688 1,961.7859
1700 1.0379 51,402.6186 54,559.6301 11.5554 1,994.1204
1710 1.0361 51,404.2718 54,567.0263 11.5454 1,996.9703
1715 0.9558 51,654.2428 55,078.6041 10.2541 2,193.5704
1720 0.7509 52,491.5673 57,258.8632 7.8162 3,277.7873
1750 0.5701 54,538.3786 64,704.1207 5.6441 8,268.8357
1800 0.5353 56,546.2369 74,223.5376 4.8331 15,667.6681
1900 0.5344 59,475.5856 91,782.6908 4.2664 30,288.5455
2000 0.5432 61,909.3514 109,647.4934 4.0076 45,740.4755
2100 0.5522 64,149.5342 128,712.4138 3.8481 62,583.9686
2200 0.5605 66,316.7369 149,545.6230 3.7354 81,263.7682
2300 0.5680 68,481.3648 172,699.0909 3.6493 102,261.6614
2400 0.5748 70,695.8989 198,811.3888 3.5798 126,164.2093
2500 0.5811 73,007.5667 228,685.2741 3.5216 153,727.2318
2600 0.5869 75,465.5330 263,381.1675 3.4712 185,962.0189
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Figure 5.5 Optimization Results with p=0.3 and k1=12,000
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Figure 5.6 Minimum Total Cost and User Delay Cost for Various Inflows

(2) Inflow vs. Variable Cost

Figure 5.7 showg,* and C* for various flow conditions. Whe®;n< ¢y, the optimized
variable costz* does not increase significantly* increases rapidly to reduce the work
duration afteiQin> Cy.
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Figure 5.7 Minimum Total Cost versus Optimized Variable Cost for Various Inflows

(3) Variable Cost vs. Variable Time
The effect of inflowQ; on optimal combinations af, and z, is shown in Figure 5.8.
When theQin < ¢y, the optimal combinations ok z;) are located in the upper part of the
hyperbolic function. A€, increases, the slightly increasimgwould significantly decrease the
variable duratiorzy. When Qqn > ¢y, the optimal combinations of z;) move toward the

lower part of the hyperbolic function, whezgincreases faster tham decreases. Thus, higher

user delay cost leads the optimization to fastdr rbare expensive construction practices.

Reducing construction time to reduce traffic dglastifies higher construction costs.
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Figure 5.8 Variable Time versus Optimized Variable Cost for Various Inflows
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(4) Work Zone Length vs. Inflow and Work Zone Length vs. Total Cost

In Figures 5.9 and 5.10, whéhy < ¢y, the optimized length* changes much more than
z* asQqy increases gradually. Howevér: drops suddenly afted;n exceeds the work zone
capacity, although it may later increase slowlytesinflow keeps increasing.

Previous studies indicate that the optimized lehdtllecreases as the infld@4 increases
(Schonfeld et al., 1999; Chien et al., 2001; Chenle 2005). Those results differ from our
present ones when the work zone capacity is exdebdeause we additionally optimize the
time-cost tradeoff combination. In Figure 5.8, ®Qin > ¢, we compare how the optimal
solutions change as the setup cgsthanges from $1,000 to $5,000 per zone. The optidhi
work zone lengthL* decreases a@; increases for botl = 5,000 andy = 1,000. However, as
Qq increases afte,n > ¢y, the optimal length increases wharr 1,000, but it decreases when
2= 5,000. Thus, through the joint optimizationLodndz, L* may either increase or decrease

asQs increases, depending on values of input paramstets as zone setup cost.
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Figure 5.9 Optimized Length versus Optimized Variable Cost for Various Inflows
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(5) Determination of Diversion Fraction p

The relation between diversion fractipmnd inflowsQ); is shown in Figure 5.11.

Each line indicates, for varioysvalues, how the minimum total cdSt* increases a®:
increases. The kinks i@* curves occur at the critical points when the uadied flow Q;
exceeds the work zone capacity and moving delay increases drastically. The ogtima
diversion fraction can be found along the lowestedope of the curves in Figure 5.11. The

fraction p is then no longer a predetermined parameter andeaoptimized according to the
traffic conditions.
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Figure 5.11 Inflows versus Total Cost under Various Diversion Fraction
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To sum up, the sensitivity analysis shows that djpéimal work rate parameten*
increases as the flow through the work zone ine®a#/hen a queue occurs, the valugdf
increases rapidly to minimize the total cost. Ewdren z4* does not decrease faster than
employing more expensive but faster constructiothogkcan help minimize the total cost.

Unlike in previous studies, when the time-cost éaftlis incorporated in the optimization,
the optimal zone length* does not always decrease as the infl@wincreases; that length is
jointly optimized withz, based on several input parameters.

The diversion fraction represents another dimensibrwork zone optimization. The
optimized fractiorp* can be obtained by analyzing the envelope ofdhest total cost curves
in Figure 5.10. Thus, given the flow conditionse thptimal combination of length, variable

cost, and the diversion fraction can be determined.

5.6 Summary

In this chapter, two work zone optimization modéts steady traffic inflows are
formulated with the objective to minimize the workne cost per lane length, using the
classical optimization method of differential cdlesi In one model, the work zone length is
used as the decision variable. In another optinomanodel, the work zone length and work

rate, which represents a tradeoff relation betweerk time and cost, are jointly optimized.

Page 82 of 127



Chapter 6 Two-Sage M odified Simulated Annealing
Optimization Algorithm

When no simple formulation is available for the esftjve function of an optimization
problem, a good optimization method is necessaigetrch in the solution space and reach a
good solution quickly, without excessive memory uiegments. In this chapter, an
optimization algorithm called two-stage modifieansiated annealing (2SA) is developed to
solve the work zone optimization problem, whoseeotiye function is obtained from the
analytic method for time-dependent traffic inflows the simulation method. This chapter
introduces the concept and the procedure of therithon. Its application will be presented in

the following three chapters.

6.1 Introduction

Simulated annealing (SA) is a stochastic computatitechnique derived from statistical
mechanics for finding near globally optimum solagdo large optimization problems. The SA
algorithm exploits the analogy between annealindidsoand solving combinatorial
optimization problems. This neighborhood searclortigm attempts to avoid being trapped in
a local extreme by sometimes moving in locally veodsrection. Since SA rapidly modifies
small-scale structure within the model, it oftends high quality candidate solutions in doing
refined searches inside prominent regions.

However, when solving realistic problems with eganumber of parameters and a great
complexity, a great deal of work may be requireddach this neighborhood. For example,
when the construction work is allowed in a longvieduration such as a whole week, there
may exist several local optimal solutions such d®@r off-peak daytime windows, 10-hour
nighttime windows, 30-hour weekend windows. Suppb@dour nighttime windows are the
optimal solution. It may take much time for SA torjp out of other local optima and get close
to the optimal solution, especially when the inisalution is far away.

To overcome this limitation, we develop a two-stagedified simulated annealing
algorithm to solve the work zone optimization peyhl where numerous local optima are
likely to occur.

There are two-stages in this newly-developed dligori
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The first stage is initial optimization. In thisept a population-based search procedure in
combination with the annealing technique, is emgtbio obtain an initially optimized solution
after a widely search in the relatively large siolutspace.

The second stage is refined optimization. In thépsa traditional simulated annealing
(SA) algorithm is applied. We seek to use this hearhood search algorithm to find high
quality candidate solutions in doing refined seascimside prominent regions provided by the
first stage.

This two-stage modified SA algorithm will be applien the work zone optimization
based on analytic method for time-dependent traffiows, the work zone optimization based

on simulation method and the work zone optimizatimough hybrid method.

6.2 General Solution Search Procedure

Like all other direct search methods, the two-stagalified SA algorithm is iterative in
nature. It starts from a group of initial trial gbbns and proceed toward the minimum point in
a sequential manner. The major components inclunlgétle optimization algorithm are: (1)
Solution generation; (3) Solution Modification; (3olution evaluation; and (4) Search
procedure.

The details of the first three modules depend @nsihecific optimization problem to be
solved. Here we focus on the design of the seam@tegure.

Before we describe the search procedure desigs ftetmulate a general statement of an

optimization problem. Consider a general functioninimization problem, with

functionf : X - RP,

J =min f(X) (6-1)
X ={%, %y %} (6-2)
x Ok, u] (6-3)

where X is the set of all decision variabléjs the number of the decision variabled is

the objective function anigandu; are the lower and upper bounds, respectively.gtae for

this problem is to search for the global minimém where X is the minimum location.
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6.2.1 The First Stage - Initial Optimization
In the first stage, a population-based simulateteatling (PBSA) algorithm is developed.

The framework of the first stage is shown in Figare.
STEP1L:

Generate the first-generation populatl@iN), whereN is the population size. In the

solution generation process, all the variableshould satisfy the lower and upper bound

constraints.

Evaluate each solutioX (i) and then obtain objective function val@s) = f (X(i)).
Record the best solution in this generatiorandC'.

Set the values of initial temperatufg, stop temperatur&. and step size of the
temperature\ 7. SetT;= To.
STEP2:

As long as the stopping criteriom £Ty) is not satisfied, perform the sub-steps.
Step 2.1: Modify of the solutionX(i) in the current population to obtain neighboring

solutionsfm(i). A check procedure is used to ensure the neigh@pasolution satisfy the

constraints.

Step 2.2: Compute the objective function value and the diffice between the new and best
recorded value for every solutid€ (i) = C(X_(i)) - C". If AC(i) <0, go to step 2.4. Otherwise,

go to step 2.3.
Step 2.3: (AC(i) >0) Select a random varialteU (0,1).

If o <Prob(AC(i))= expCAC () /T, ), then go to step 2.4.df>Prob(AC(i)), then reject this
new solution and add the previous solution intortbet generation. Skip step 2.4.

Step 2.4: (AC(i)<0ora<Prob(AC(i))) Accept the new solutiorfm(i) and the new

valueC(i) = f (X, (i)). Add the new solution into the next generation.

Step 2.5: Record the best solution in the new generaXoand the corresponding’ if they
are changed.

Step 2.6: If i< N, i=i+1, go to step 2.1. For each candidate solution enctirrent generation,

repeat the above steps.
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Else ifi=N, then updatd,=T, -AT, J=J+1, K =1, and go to step 2.1.
STEP3:

Output the best solution ever found. Pass thistisolio the next stage.

6.2.2 The Second Stage- Refined Optimization
In the second stage, the classical simulated amge&EA) algorithm is used. The

framework of the first stage is shown in Figure.6.2
STEPI:

Use the optimized solution and its objective fumectvalue obtained from the first stage as
the initial solutionX and its objective function valué=f( X ) in this stage. Record the best
solutionX'= X andC"=f( X ).

Set the values of initial temperatufg and stop temperatur&. and step size of the
temperature\ 7. Choose a repetition fact&,a. SetT= T, K=0.

STEP2:
As long as the stopping criteriof T<T;) is not satisfied, perform the sub-steps.

Step 2.1: Modify the solutions in the current populationdiotain neighboring solutio@E; A

check procedure is used to ensure the neighbooing@n satisfy the constraints.

Step 2.2: Compute the objective function value and the déffice between the new and best
recorded value for every solutia® = f(X—m) - C . IfAC<0, go to Step 2.4; Otherwise, go to
step 2.3.

Step 2.3: (AC>0)  Select a random variabde1U (0,1) If a <Prob(AC)= expfAC /T ),
then go to step 2.4. # >Prob(AC), then reject this new solution and add the previou
solutions into the next generation. Skip step 2.4.

Step 24: ( AC<O0 or a<Prob(AC) ) Accept the new solutionxﬁm and the new

valueC,, = f(Xm). Replace th& andC with X_ andC,

Step 2.5: Update the best solutiofi and the correspondin@ if they are changed.

Step 2.6: If K <K
Else if K =K

nax s thenK « K +1 and go to step 2.1.
then reducd;, J=J+1, K =1, and go to step 2.1.

max ?

STEPS:
Output the best solution ever found as the finhltgm.
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6.3 Comparison of PBSA and SA Algorithm

The difference between the proposed two-stage NMambBA (TMSA) approach and the
traditional SA is the additional initial optimizati stage, in which PBSA algorithm is applied.
Therefore, we compare PBSA with SA to test itsqenfance in this subsection.

We perform an experiment on a function with muttiplptima. The function is generated
by the following equation:

f(x,%)=x+2x"-0.3cos(&x ¥ 0.4cos@x, 9 O (6-4)

This function was examined by Bohachevsky et aB§)9It has numerous local minima

and a global minimum at the origim£0, x=0). This function is illustrated in Figure 6.3

with x, x, O[-1,1].

Bohacheveky funciion
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Figure 6.3 The Bohachevsky Function

PBSA and SA are applied to find the global optimahthe Bohachevsky function. In
both algorithms, solutions are generated, modified evaluated in the same way. The initial
solutions are generated randomly in the region-bfl]. The initial temperaturé&,= 0.5, the

stop temperaturd@; =0 and the step size of temperature chanfyg =0.01 are used in both
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PBSA and SA. To equalize the number of solutionlwations in both algorithms, the
population sizeN in PBSA is set to be the same as the repetiticiof& .« in SA.

This experiment is run on a Pentium® 4 3.60 GH2WwG 0.99 GB of RAM.
(1) Comparison of convergence within the same number of generation

SettingN=Kmax=200, we compared 20 independent runs of PBSA axadT8e results
are shown in Table 6.1. The convergences of thealgorithms are displayed in Figure 6.4.
We can see the PBSA dominates SA with a higherntguapbtimized result, a lower standard
deviation and a shorter running time. The reasahasSA is a neighborhood search method. It
may be slow and inefficient in searching a largkitsan space with multiple local optima. It
may take much time and effort for SA to jump frontoaal optimum to another one. PBSA
uses a population of candidate solutions and arvadiition space can be searched. Besides,
there will be more opportunities for PBSA to avgetting stuck in a local optimum.
(2) Comparison of performance with increasing population size

Varying the value oN=K,ax ranging from 20 to 250, we intend to check the iotpe
population size/ repetition factor on the perforemf the two algorithms. Table 6.2 shows
the statistics analysis of the optimized results2f@ independent runs for PBSA and SA. The
changes of the average optimized results with mdpethe population size / repetition factor
are shown in Figure 6.5. We see that PBSA is mersitive to the population size, as we
expected. The larger the population size, the b#t optimized result is and the run-to-run
variance is also decreasing. This is consistenth pwriior expectations. However, SA is not

sensitive to the repetition factor.

Table 6.1 Comparison of Convergence (20 runs)

PBSA SA
Number of Generations 51 51
Number of Evaluations 10000 10000
Obj. Value (mean) 0.000308 0.036122
Obj. Value (st. dev) 0.000429 0.026006
Running Time (milli-seconds) 76.65 89.15
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Figure 6.4 Comparison of Convergence (Mean of 20 Runs for Each Genration)

Table 6.2 Optimized Results with Different N/Kmax (20 runs)

N=K max PBSA SA
Mean Std. dv Mean Std. dv

20 0.0118504 0.0152637 0.0369192 0.0247537
40 0.0038489 0.0039957 0.0205690 0.0178339
60 0.0029787 0.0041941 0.0221259 0.0207025
80 0.0014236 0.0009594 0.0488890 0.0225573
100 0.0016211 0.0019797 0.0235211 0.0224531
150 0.0002274 0.0002740 0.0201639 0.0203240
200 0.0003077 0.0004287 0.0361220 0.0260059
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Optimized Results vs. N (Kmax)
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Figure 6.5 Optimized Results with Different N/Kmax (Mean of 20 runs)

6.4 Summary

In this chapter, a two-stage modified simulatedeating algorithm is developed. In the
first stage, an initial optimization process isfpened through a population-base simulated
annealing (PBSA) approach and the result will bg sethe second stage as a relatively good
initial solution. In the second stage, traditiosi@mhulated annealing (SA) method is used to do
refined search inside the prominent region provigthe first step.

A multiple-optima function is used to compare tH&SA and the SA. It shows that PBSA
dominates SA in the solution quality, run-to-rumigace and running time, and that PBSA is

sensitive to the population size.
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Chapter 7 Work Zone Optimization based on Analytic
Model for Time-Dependent Traffic Inflows

According to the previous developed work zone oostlels (Chapter 3), work zone cost
is quite sensitive to work duration, which relatesvork zone length, work zone start time and
the traffic distribution under time-dependent ti@ihflows. Multiple local optima may occur
in the solution space. Therefore, we cannot uderdiiitial calculus in locating the optimum
points as we do for steady traffic inflows. A diéat methodology is needed to optimize the

work zone cost for time-dependent traffic inflows.

7.1 Problem Statement

For time-dependent traffic inflows, efficient scliidg and traffic control strategy may
significantly reduce the total cost, including aggncost and use cost. Based on time-
dependent inflows, the issues considered in thapter include:

(1) What is the best starting time and duration for @kwzone within specific time

constraints?

(2) What kind of lane closure strategy is preferabégeihding on circumstances?

(3) Should the traffic be diverted if there are onemmre detour routes available? What

should be the diversion fractions be?

(4) What is the most cost-effective work rate and thieesponding work cost?

The statement of this work zone optimization probler time-dependent traffic inflows
can be formulated as:

The objective function:

J=minC (X) (7-1)
The decision variables:
X ={Ts Dw Alf Rate P (7-2)

Subjective to following constraints:

(1) Time window constraintT,

s,min

<T,<T.,. +D

smin wmax’?

T

s,min

<T.+D,<T, +D

smin wmax

(2) Work zone length constraint;, . <L, <L

W, max

(3) User specified lane closure alternativédt 0{ Alt, Alto,..., Alt_}
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(4) User specified work zone rate parametdétatell{ Ratg Rate.., Rale

(5) Maximum diverted fraction constrairi P<P.

where,
C; =the total cost per completed lane mile mainteeamork

Ts = work zone start time
Dy = work duration
Alt =jane closure alternative, which includes theoiinfation about the number of
closed laner), the number of usable counter flow laneg)(and the number of
access lanesy).
Rate =work zone rate, which includes the informatidroat the fixed setup timez],

average maintenance time per lane lengt)) {ixed setup costzf) and average
maintenance cost per lane lengtl).(

P =diverted fractions, which include the divertadction of the traffic flow along
work zone link p1) and the diverted fraction of the counter flgw)(

T

s, min

= the allowable earliest work zone start time

D,, max = the allowable longest work duration

W,

L,min = the allowable minimum work zone length
L..max = the allowable maximum work zone length

W,

P = the allowable maximum diverted fraction

max

Alti =the i th lane closure alternatives. Users should inpuilable alternatives
discretely. Alti ={n,;, N, M.}
Rate = thei th lane closure alternatives. Users should inpuilable alternatives
discretely.Rate ={ z, z. . 2
The goal for this problem is to search for the mpidi decision variable combinations
X ={T/, D,, Alt, Rate, P} which yield the global minimum total cost per ldaagth for the

work zone projec€; .
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The constraints are set from some operation coraide. T, ., andD,, . establish a

time period in which the construction activity iéoawed, shown in Figure 7.1. The work zone
length (), which can be derived from the work duration tigb the relatiorD,=z3+z4L,

should be longer than the minimum length requiredtfie work spacel(,,.,) and shorter

than the project length L(, .. ). Considering the roadway capability of the detotine

maximum allowable fraction of traffic volumes alotige work zone which can be diverted to
the detour P

max

) is also introduced.

Traffic Volume
A

. -/

Ts,min Ts [¢ D ” Time
w

A

A 4

Dw,max

Figure 7.1 Permitted Work Time Period Defined by T and D

s,min W, max

7.2 Optimization Method

The general procedure to solve an optimization lprabis shown in Figure 7.2. In this
study, the two-stage modified simulated annealiggrahm proposed in Chapter 6 is applied
as the solution search approach. In this sectienwill present the other four components: (1)
initial solution generation; (2) new solution geatéwn; (3) solution evaluation and the inputs
required in solution evaluation.

(2) Initial Solution Generation

A candidate solution vectét includes five componeni$s Dw Alt Rate P.

The lane closure alternativ&lt and the work rate parameteRate are randomly chosen

from user specified data spAlt, Alt,,..., Alt_} and{Ratg Ratg..., Raf¢. Considering that

maintaining multiple lanes simultaneously may iase the work efficiency and therefore
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reduce cost as well as work time, work rate paramsd®ate ={ z z z % can be adjusted

according to the selectellt and Rate by employing a cost deduction factéi; and a time
deduction factorK;). These two adjust factors should be provideddsrsi

Based on hourly traffic distribution along the wazkne link, Ts and D,, are always
generated to make work period between two trafiakphours. A check procedure is added to
adjust the generatet; and D,, so that: (1) the derivel,, can satisfy the work zone length
constraints; (2) the derivdd, can provide an integer number of zones, with whinghproject
length (may can be divided as evenly as possible, and{8nhdD,, can satisfy the work zone

time constraints.

The diverted fraction vectd? is randomly generated between zero Bpd. If there is
more than one diverted fraction, a check procedsiradded to insure not only that each
diverted fraction can satisfy the constraint bgbahat the sum of all diverted fractions is less
thanPmax
(2) New Solution Generation

New solutions are generated in three ways.

(a) With a probability, a neighborhood solution is geted from the old solution through

modifying one or more decision variables includedhie old solution.

(b) With a probability, a new solution is generatedha same way as the initial solutions,

without considering the information in the old daba.

(c) With a probability, a new solution is generatednifréhe current best solution ever

found through modifying one or more decision vaeabncluded in the best solution.

The same solution check procedure as that in lirstiution generation part is applied to
make the new solution satisfy all constraints.

(3) Solution Evaluation
Each solution is evaluated by calculating the totat per completed lane length work

with the following expression:

Vana
C, _GurGrG AtRLAF(N I

= 7-3
t LVV |]]W L\N |j1W LW DqW ( )

where,
Ny = the number of maintained lanes
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Ly =the work zone length;
Cwu = the maintenance cost for a work zone
Cp =the user delay cost for a work zone
Ca = the accident cost for a work zone
N, = represents the number of accidents per 10@omnehicle hour
va = the average cost per accident
vy =the average user’s time value
ty = the user delay
In this chapter, we use the analytic method foretuependent traffic inflows, which is
developed in Section 3.3 in Chapter 3, to calculaeuser delai.
Besides the parameters which have been mentionedeabhe following inputs are
required for solution evaluation:
(a) Geometrics of road network.
(b) Traffic data including hourly traffic flow volumealong mainline route and detour

route and the parameters describing speed, caaaitgensity.

Initial Solution Generation Required Inputs

,, u

New Solution Generation )
Solution

Evaluation

Y
Solution Search Algorithm

v

Figure 7.2 General Framework of an Optimization Procedure
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7.3 Numerical Examples

In this section, a numerical experiment is perfainie test our proposed optimization
method for time-dependent traffic inflows. The etieof various parameters on the optimized

results are examined.

7.3.1 Network Description
A work zone on a two-lane two-way highway considgrisingle detour is analyzed

(Figure 7.3).The baseline numerical values are shmwTable 7.1. The baseline values are
data or estimates provided by the Maryland StaghWay Administration. Table 7.2 and 7.3
show the available lane closure alternatives anck wate parameters. Table 7.4 shows the
assumed traffic distributions on the mainline artbdr over each day.

Two time constraints are tested: (1) daytime windbw0 — 20:00, which is defined by
T . =5andD, _ =15 hours; (2) two-day time window, 0:00 the fidsty-24:00 the next day,

s,min w, max

which is defined by, .. =0 andD,,..,=48 hours. The other constraints are: (}),,=0.1

s,min W, max

=2.5 mile; (3)P,,,=30%.

ax

mile; (2) L, nax
Nine Traffic levels with traffic volume multipliersanging from 0.2 to 1.8 for mainline

traffic volumes are tested. For each traffic lewbk distribution of the traffic flow keeps

unchanged while the hourly volume increase or des@e to the production of the baseline

volume and the traffic level multiplier.

— o — Wwt—
A 0 B
L:
::T- . N o E—

Figure 7.3 The Roadway Network and Its Simplified Model
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Table 7.1 Notation and Baseline Numerical Inputs

Variable Description Value
Las Length of Segment AB 3.11 miles
Lac Length of Segment AC 2.49 miles
Leo Length of Segment CD 0.93 miles
Lpe Length of Segment DB 0.93 miles
NAB Number of lanes in Segment AB 2 lanes
NCD Number of lanes in Segment CD 1 lane
Kj Jam Density 200 veh/mile
Co Maximum discharge rate without work zone 2,200 vph /lane
Cw Maximum discharge rate with work zone 1,600 vph /lane
Vag Average approaching speed 65 mph
Vw Average work zone speed 45 mph
Vep Free flow speed in Segment CD 45 mph
VacipB Average speed in Segment AC/DB 45 mph
Tint Average waiting time passing intersections along the detour 30 seconds/veh
Na Number of crashes per 100 million vehicle hours 40 acc/100mvh
Va Average accident cost 142,000%/accident
Vd Value of user time 12 $/veh-hr
Z; Fixed setup cost $/zone
2 Average maintenance cost per lane kilometer $/lane.mile
Z3 Fixed setup time hr/zone
Z4 Average maintenance time per lane kilometer hr/lane.mile
Nc1 Number of closed lanes in Direction 1 lanes
N2 Number of usable counter flow lanes in Direction 2 lanes
Na1 Number of access lanes lanes
Nw Number of maintained lanes lanes

Table 7.2 The Available Lane Closure Alternatives

Alternative Nc1 Nc2 Na1 Nw
1 One Lane Closure 1 0 0 1
2 Two Lane Closure with Crossover 2 1 0 2

Table 7.3 The Available Work Rates

Work Rate Z v Z3 Zs
Slow 1000 32000 2 12
Normal 1000 33000 2 10
Fast 1000 34000 2 8
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Table 7.4 AADT and Hourly Traffic Distribution on a Two-Lane Two-Way Freeway

Time Period Time Mainline Detour
Q1 Q2 Q3
0 0:00-1:00 220 930 392
1 1:00-2:00 157 645 391
2 2:00-3:00 148 301 367
3 3:00-4:00 198 238 432
4 4:00-5:00 448 240 432
5 5:00-6:00 1425 326 432
6 6:00-7:00 2941 580 734
7 7:00-8:00 3541 887 1276
8 8:00-9:00 2897 977 1505
9 9:00-10:00 2509 1134 1363
10 10:00-11:00 1793 1283 951
11 11:00-12:00 1586 1589 772
12 12:00-13:00 1528 1544 700
13 13:00-14:00 1475 1673 670
14 14:00-15:00 1541 2074 773
15 15:00-16:00 1414 2808 954
16 16:00-17:00 1079 3501 1042
17 17:00-18:00 957 3719 1026
18 18:00-19:00 991 3061 832
19 19:00-20:00 779 2171 770
20 20:00-21:00 554 1433 644
21 21:00-22:00 504 1314 559
22 22:00-23:00 436 905 392
23 23:00-24:00 325 720 391
AADT 114016 113586 19528
Average Hourly Volume 4751 4733 813
Table 7.5 Traffic Levels Ranging from 1.2to 1.8
Traffic Level 0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8
Q1 AADT 5889 11778 17667 23556 29446 35335 41224 47113 53002
Q2 AADT 6810 13621 20431 27242 34053 40863 47674 54484 61295

7.3.2 Convergence Analysis
Figure 7.4 shows the convergence of the optimingtimcess for two-day time constraint

and daytime constraint under baseline traffic vadamSince the algorithm records the best

solution ever found at each generation, a moncatigicecreasing relation appears in the

figure. We see that each optimization process ag®geto an optimized solution. The

optimized work zone cost within daytime constrasihigher than the optimized work zone
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cost within two-day time constraint. This is comeig with our expectation because daytime

window is a more restrictive constraint than the-hay time window.
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Figure 7.4 Convergences for Baseline Volume

7.3.3 Reliability Analysis
A hundred replications are performed to optimize Wwork zone plan for the baseline

traffic volume. The optimized results are shownFigure 7.5. The average running time is

6.25 seconds. The statistics of the optimized veanke costs are shown in Table 7.6. A small

coefficient of variance indicates that this optiatian algorithm is reliable.

Table 7.6 Statistics of the Optimized Work Zone Cost ($/lane.mile)

Rep.

Mean Max Min Std. Dv. Coef. of Variance

100

32565 33676 32296 535 1.6%
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Reliability Analysis (100 Replications)
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Figure 7.5 Reliability of the Optimization Algorithm

7.3.4 Sensitivity Analysis
In this case, we seek to examine the impact oficrablumes and time constraints on the

optimized results. Optimization is performed foesarios with different traffic level and time
windows. The same algorithm parameters are usethentwo-stage modified simulated
annealing algorithm. In the first stage, the initeanperature is 5000, the stop temperature is 0,
the step size of temperature size is 100 and thalation size is 200. In the second stage, the
initial temperature is 500, the stop temperatur@, ihe step size of temperature size is 10 and
the repetition factor is 5. Each scenario is remed in ten replications. The best solutions
are recorded in Tables 7.6 and 7.7.

Figure 7.6 shows all the optimized work zone costs.expected, the optimized work
zone cost within daytime constraint is higher thhat with two-day time constraint at all

traffic levels.
(1) Two-Day Time Window (T, .,=0and D, . =48 hours.)

The optimized solutions in traffic level ranging@iin 0.2 to 1.8 are displayed in Table 7.7.
As the traffic increases, the impact of the workea@ctivity on motorists also increases. At

traffic levels below 1.8, the optimized lane clasaiternative has two closed lanes and a lane
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crossover to the counter-flow lane. Traffic flows both directions @; and Q). As traffic
increases, the optimized work zone cost per lahe imireases, the optimal work zone starting
time moves to low-volume late night hours, andwloek duration as well as work zone length
decrease. Note that at traffic level 1.8, the tamel closure is no longer affordable and the ten

hour one lane closure becomes the best solution.

Table 7.7 Optimized Solutions within a Two-Day Time Window

Traffic Ts Dw Alt Work P Lw Cm Cd Ca Ct

Level (hr) ID Rate (%) | (mile) | ($/In.ml) | ($/In.mI) | ($/In.ml) | ($/In.ml)
0.2 0:00 30 2 Slow 0 1.22 30809 562 0.26 31371
0.4 19:00 17 2 Slow 0 0.6 31160 592 0.28 31753
0.6 19:00 11 2 Slow 0 0.39 31667 355 0.17 32021
0.8 20:00 10 2 Slow 0 0.35 31825 376 0.18 32201
1.0 20:00 10 2 Slow 0 0.3 31825 470 0.22 32296
1.2 21:00 8 2 Slow 0 0.26 32300 380 0.18 32680
1.4 22:00 7 2 Slow 0 0.22 32680 339 0.16 33019
1.6 22:00 7 2 Slow 0 0.22 32680 387 0.18 33068
1.8 19:00 10 1 Slow 0 0.67 33500 556 0.26 34057

(2) Daytime Time Window (T ;,,=5and D,, ., =15 hours.)

Table 7.8 shows the optimized solutions in increggraffic levels within a daytime 15-
hour time window,

In this time window, the work zone activity is litad to a daytime period from 5:00 am to
20:00 pm in the same day. The optimized work zavst per lane mile is more sensitive to
traffic level in the day time window. When the fraflevel increases, the work zone duration

as well as work zone length decreases. At higlfidgrigvels, a detour and a faster work rate are

desirable.
Table 7.8 Optimized Solutions within a Daytime 15-hour Time Window

Traffic | Ts Dw Alt | Work P Lw Cm Cd Ca Ct

Level (hr) ID Rate (%) | (mile) | ($/n.ml) | ($/In.ml) | ($/In.ml) | ($/In.ml)
0.2 5 15 2 slow 0 | 057 31277 441 0.21 31717
0.4 5 15 2 slow 0 | 057 31277 882 0.42 32159
0.6 9 11 1 slow 0| 0.75 33333 770 0.36 34104
0.8 10 10 1 normal 0 | 0.67 33500 862 0.41 34363
1.0 11 9 1 fast 0 | 0.58 33714 931 0.44 34646
1.2 16 4 1 fast 0| 0.25 38000 374 0.18 38374
1.4 16 4 1 fast 10| 0.25 38000 437 0.21 38437
1.6 16 4 1 fast 10| 0.25 38000 2685 1.27 40687
1.8 16 4 1 fast 20| 0.25 38000 5701 2.70 43704
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Optimized Results in Increasing Traffic Level
with Different Time Constraint
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Figure 7.6 Optimized Work Zone Cost vs. Increasing Traffic Levels

7.4 Summary

In this chapter, a methodology to solve the workezoptimization problem based on the
analytic model for time-dependent traffic inflons proposed and tested through a numerical
example. The optimization model applies the twgstanodified SA algorithms, which is
developed in Chapter 6 as the optimization algoritfihe procedures for solution generation,

modification and evaluation are also presented.
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Chapter 8 Work Zone Optimization based on Simulation

In Chapter 6, an optimization method, which usestitp-stage modified SA algorithm to
search for the optimal combination of decision akles in the solution space, is developed to
solve the work zone optimization problem.

With the same methodology, simulation method, exdtef the analytic method for time-
dependent traffic inflows, is applied to evaluabe bjective function in the optimization
process. The work zone optimization model basesionlation is presented in this chapter.

However, such optimization through simulation maypose severe computation burdens.
To make the search algorithm as efficient as ptessihd thus reduce the computational efforts
to a more acceptable level, a hybrid approach, kmmbines simulation and the analytic
method, is proposed in this chapter.

8.1 Problem Statement

The statement of the work zone optimization basedimulation model is the same as the
problem defined in Chapter 6:

The objective function:

J=minC, (X) (8-1)
The decision variables:

X ={Ts Dw Alf Rate P (8-2)
The constraints:

T

s,min

(1) Time window constraintT,

s,min

<T.<T., . +D

smin wmax?

<T.+D,<T,, +D

smin wmax

(2) Work zone length constraint;, . <L, <L

W, max

(3) User specified lane closure alternativédt 0{ Alt, Alto,..., Alt_}

(4) User specified work zone rate parametdtatell{ Rate Rate.., Rafe

(5) Maximum diverted fraction constrai@ P<P.

whereC; = the total cost per completed lane mile
Ts = work zone start time

Dw = work duration
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Alt = |ane closure alternative, which includes theoiimfation about the number of
closed lanesr(;), the number of usable counter-flow lanag)(and the number
of access lanes\{;).

Rate= work zone rate, which includes the informatidooat the fixed setup timez,
average maintenance time per lane lengt)) {ixed setup costzf) and average
maintenance cost per lane lengtl).(

P = diverted fractions, which include the divertedction of the traffic flow along

work zone link p1) and the diverted fraction of the counter flgw)(

T,.n = the earliest allowable work zone start time
D,, max = the longest allowable work duration
Lymin = the minimum allowable work zone length

L, max = the maximum allowable work zone length

W,

P = the maximum allowable diverted fraction

max
Alti = the i th lane closure alternatives. User should inpuailable alternatives
discretely. Alti ={n,,;, N, N}

Rate = thei th lane closure alternatives. User should inpuailallle alternatives

discretely.Rate ={ z,, 2, z, 2

8.2 Optimization Method

The optimization method includes four major elerse(it) Initial solution generation; (2)
New solution generation; (3) Solution evaluationl #4) Solution search algorithm. All parts
except for the third element, solution evaluatiorthe work zone optimization model based on

simulation are the same as those in the optimizatiodel based on analytic method.

8.2.1 Solution Evaluation Based on Simulation Model
Each solution is evaluated by calculating the totet per completed lane length with the

following expression:
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‘L,m, L, L0, 8-3)
where,
Ny = the number of maintained lanes
Lw = the work zone length;
Cwm = the maintenance cost for a work zone
Co = the user delay cost for a work zone
Ca = the accident cost for a work zone
Ny = the number of accidents per 100 million vehiubers
Va = the average cost per accident
Vg = the average user’s time value
tq = the user delay

In this study, simulation based on CORSIM is perfed to evaluate the user delay$ (
caused by the work zone activity, whose charatiesisre specified in a candidate solution.
The procedure for simulating different work zoneardcteristics has been introduced in
Chapter 4. However, to generate simulation inplésfiand obtain simulation output in an
automated way, three modules are needed to linkoptinization process with CORSIM
model, shown in Figure 8.1. The three modules lagepreparation module, the preprocessor

module and the postprocessor module.

Required Inputs

Optimization Simulation

Solution Generation

|
|
l Preparation Module
|
|
|
|

A 4 ﬂ

Solution Evaluation -~ Preprocessor Module—>

I
v : : CORSIM
[

Solution Search  ki—=| Postprocessor Modulg—

|
|
|
|
|
|
i
Run :
:
|
|
|
|
|

Figure 8.1 Links between Optimization Process and Simulation Process
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1. Required Inputs
Before evaluating solutions, users must providddhewing inputs:

(1) The value of all parameters included in Eq. (8-3);

(2) Two CORSIM input files with the format of *.trf 8, which provide datasets
describing geometrics of the study network, 24-htyaffic information and traffic
control parameters. Each input file includes 12etiperiods with 1 hour for each time
period. Hourly time-varying traffic information fne 0:00 to 12:00 is recorded in the
first CORSIM input file (Morning 12-hour Simulatidnput File). Hourly time-varying
traffic information from 12:00 to 24:00 is recordadthe second CORSIM input file
(Afternoonl12-hour Simulation Input File).

2. Preparation Module
The Preparation Module is used to provide someeglired data needed in the
preprocessor and postprocessor modules. The frarkegfothe preparation module is

displayed in Figure 8.2.

Stepl: For the Morning 12-hour Simulation InputeFiand the Afternoon 12-hour

Simulation Input File, call CORSIM.DLL to run sination. Two output files can be

obtained after the simulation is completed.

Step 2: From the output files, get hourly trafficlwmes in each link and hourly network-

widely delay time. The former will be used to getak hours in the solution generation

process and to calculate new turn movement pergesitaith detours in the preprocessor

module. The latter will be used in the postprocessodule to calculate user delays in a

normal situation without a work zone.

3. Preprocessor Module
The purpose of the Preprocessor Module is to gemeraw CORSIM input files
according to the work zone information in the caatl solution generated from the
optimization process. Figure 8.3 shows the flowrtbathe preprocessor module.

Step 1: According to the work zone charast@s provided by the solution, calculate the

total time period need to simulate.

Step 2: Due to the limitation of up to 19 éiperiods in CORSIM, more than one input file

may have to be generated for simulating the worlezactivity. Based on the Morning 12-

hour Simulation Input File and the Afternoon 12-h&imulation Input File, generate the
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input files with different simulation start time duperiod. Note that in these input files no
work zone information is recorded.
Step 3: According to the work zone informatim the solution, modify the input files
generated in step 2. The details of the modificafwocedure have been introduced in
Chapter 4. After the modifications, new CORSIMunfiles with work zone information
can be obtained.
Step 4: For these new CORSIM input files| CORSIM.DLL to run simulation.
4. Postprocessor Module

The objective of the Postprocessor Module is terpriet the CORSIM outputs to the
objective function values, which should be sendkliadhe optimization process. The steps
are demonstrated in Figure 8.4.
Step 1: Read the network-widely delay times from shmulation outputs of the CORSIM
input files generated in the preprocessor module.
Step 3: Calculate the user delay in work zone doTd.
Step 4: Calculated the user delay in a normal tsimavithout work zones according to the
and hourly network-widely delay time obtained ie fhreparation module.
Step 5: Calculate the used delay caused by work zamtivity defined in the candidate
solution by subtracting the delay without work zefrm the delay with work zones.

Step 6: Calculate the work zone total cost peg langth with Eq. (8-3).

8.2.2 Optimization Based On Simulation Method
The two-stage modified simulated annealing algaritteveloped in Chapter 6 is applied

to solve the work zone optimization problem consmgtime-varying traffic conditions.

We can use the simulation method to evaluate thecte function in both the initial
optimization stage and the refined optimizatiorgstarhen the optimization process is wholly
based on simulation.

However, as we know, microscopic simulation is guitne-consuming. Depending on
the network size and traffic congestion level, thening time for one-hour simulation ranges
from several seconds to several minuets. For ex@nagkuming the average time to simulate
one solution is 5 minutes, it will take 3.47 dagsfinish evaluating 1000 solutions. Besides,
there is still a risk of obtaining a sub-optimaludmn because CORSIM may underestimate

delays for an over-saturated network.

Page 109 of 127



8.2.3 Optimization through Hybrid Method

In order to reduce the computational burden whilkestimating precise work zone costs,
a hybrid method is proposed in this subsectiorthism method, the analytic method for time-
dependent traffic flows is applied to evaluate thgective function in the first stage of the
two-stage modified SA algorithm. Initial optimizati based on the analytic model using PBSA
is performed and the result will be sent to theoadcstage as a relatively good initial solution.
In the second stage, the optimization model basesiraulation method uses SA to perform a
refined search inside the promising region provibgdhe first stage.

Through this hybrid approach, complete simulatioresy be avoided in the early search
phases. The optimizing search process based onlasiomu method can start from pre-
optimized decision variables and thus may be abtedch a high quality optimized solution in
an efficient way. The hybrid method will thus combithe benefits of the PBSA algorithm and
the SA algorithm as well as integrate the advargtagfemacroscopic analytic methods and
microscopic simulation methods.

Before optimizing through the hybrid method, userast provide traffic data along
mainline and detour routes. The estimated paramelescribing speed, capacity and density
are also required to input.

To maintain the consistency between the analytidehand simulation models, .the study
network should be simplified into the networks expl with the analytic models (such as the

networks shown in Figure 3.3 in Chapter 3).
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Two Simulation Input Files (*.trf file) | ¢— Required Data
(0:00-12:00) (12:00-24:00)

v From Required Inputs
1) Two Simulation Input Files
Run CORSIM (0:00-12:00) (12:00-24:00)
v
Obtain Two Simulation Output Files (*.out file)
v
Record Hourly Volume in Each Link
v
Record Hourly Network-Widely Delay Time

Enc

Figure 8.2 Framework of the Preparation Module
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A Candidate Solution

v

Calculate the Simulation Time Period

v

Generaten Simulation Input Files
(Without Work Zone Information)

v
=1

v

r=—4

Change Work Zone Link Operation Dat3
(Record Type 20)

v

U7

Change Turn Movements along Detour
(Record Type 21 and 25)

v

Add Work Zone Activity
(Record Type 29)

v

Generate New Simulation Input File

Obtainn New Simulation Input Files
(With Work Zone Information)

v

<Sendn New Input File to CORSD

Required Data

From Required Inputs

1) Two Simulation Input Files
(0:00-12:00) (12:00-24:00)

2) Calibrated Link Operation Data

3) Detour Routes and
Corresponding Mainline Routes

From the Preparation Module

4) Hourly Volume in Each Link
Getting from Preparation Module

Figure 8.3 Framework of the Preprocessor Module
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Obtainn Simulation Output Files from CORSIM

v Required Data
Obtainn Network-widely Delay Time From the Preparation Module
v
. 1) Hourly Network-Widely Delay
CaICU|ate the Summa“o-hjY with work zone Time (WithOUt work ZOHE)
v
CalculateTg, without work zone : From the Preprocessor Module
v

2) The start time and duration of
Calculate User Delay each simulation input file

Ta, =T, with work zonzT d, with work zone
3) The candidate solution to be

v evaluated
Calculate Work Zone Co$§

v

@ndCt Back to the Optimization PrcD

Figure 8.4 Framework of the Postprocessor Module

8.3 Numerical Examples

8.3.1 Network Description

A simple hypothetical network with multiple origiasid destinations, shown in Figure 8.5
(a), is conceived in order to demonstrate the nuglogies presented in this chapter. The
network consists of a corridor with a four-lane tway freeway and a parallel arterial. The
freeway is 3.11 miles long. Both off-ramp decelieratianes and on-ramp acceleration lanes
are 800 feet long. The single-lane arterial is waalional. An actuated signal alternates
permission between the off-ramp and the arteribk @rterial approaches to the on-ramp are
controlled by a pre-timed signal control.

A one-lane maintenance project in the two-lane wey highway segment AB is
analyzed, assuming there is a detour route aveailghC-CD-DB). An analytic model and a
simulation model in CORSIM are established for shedy road network, displayed in Figure
8.5 (b),(c).
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(c) The Simulation Model of the Study Road NetwisrkCORSIM
Figure 8.5 The Analytic Model and Simulation Model of the Study Network

The geometrics of the network and parts of varebdtated parameters are the same as in
the numerical example tested in Chapter 7. Morailéet representations of the study network

including signal control plans and turning movensearte provided in the simulation model in
CORSIM.

We also use the same alternative work rate parasaiel traffic volumes on the mainline
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and detour routes. Their baseline numerical vatwesshown in Tables 7.1, 7.3 and 7.4. Since
one lane needs to be maintained, only one-laneidesare considered, thus assuming that no
additional access lane is necessary.

The two-day time constrainT(, . =0 andD,, .., =48 hours) is tested in this example.

W, max

8.3.2 Optimization Results
Three work zone optimization models, based on stiart method, analytic method and

hybrid method, are applied for the study networkey are run on a Pentium® 4 3.60 GHz PC
with 0.99 GB of RAM. For the optimization based ©imulation, the number of replications is
one and the rubbernecking factor is set as 20%tmima work zone capacity of 1600 vph/lane.
Each optimization method is run three times andotst results are shown in Table 8.1.
We can see the optimized solutions are quite dlmgach other. In fact, the difference between
the work duration may come from the stochastic attaristic of simulation models. However,
the running time for the simulation-based optimatis much greater than for the other two

methods, even with fewer solution evaluations.

Table 8.1 Optimized Results from Three Optimization Models

Results Optimization  based | Optimization through | Optimization based
on Simulation Method | Hybrid Method on Analytic Method

Work Start Time 16:00 16:00 16:00

Work Duration 12 hours 12 hours 13 hours

Work Rate Slow Slow Slow

Diverted Fraction 0% 0% 0%

Number of Solution 500 10000 10000

Evaluation in PBSA

Number of Solution 50 50 50

Evaluation SA

Total Generation 100 100 100

Running Time 114106.71 seconds 12461.36 seconds 5.48 seconds

The convergences of the three optimization prosease shown in Figures 8.6, 8.7 and
8.8. It is shown that in the first stage PBSA aildpon provides relatively good solutions in all
three cases. In the hybrid optimization, the SAatgm works quite efficiently to search for a
better solution through simulation within the relaty good neighborhood provided by the

first stage.
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8.3.3 Comparison of Optimized Results and Current Policies

The Maryland State Highway Administration (SHAndaclosure policies for highway
maintenance (Chen, 2003) are 9:00 a.m. -3:00 pach.7200 p.m. - 5:00 a.m. for single-lane
closure; 10:00 p.m. -5:00 a. m. for two-lane clesand 12:00 a.m. — 5:00 a.m. for three-lane
closure.

In this numerical example, a single-lane closweused. We compare the optimized
results from the three optimization models with tikerent two policies. The work zone costs
for all the five work zone plans are shown in TaBl2 and Table 8.3. The comparisons are
displayed in Figure 8.9.

Compared to the current policies based on eitlmeulsition model or analytic model, the
optimized results yield lower total cost per landemThis comparison confirms that the
optimization models developed in this study camisicantly reduce the work zone total cost,
including the agency costs and user costs.

Table 8.2 Comparison of Five Work Zone Plans based on Simulation Results

Simulation Optimized Results Current Policies
Results Simulation Hybrid Analytic Daytime Nighttime
($/lane.mile) method method method 6-hour 10-hour
Time Window | (16:00-4:00) (16:00-4:00) (16:00-5:00) (9:00-15:00) | (17:00-5:00)
Agency Cost 33200 33200 33090 35000 33500
User Cost 101 101 226 208817 98
Total Cost 33301 33301 33316 243817 33598

Table 8.3 Comparison of Five Work Zone Plans based on Analytic Results

Analytic Optimized Results Current Palicies
Results Simulation Hybrid Analytic Daytime Nighttime
($lane.mile) method method method 6-hour 10-hour
Time Window | (16:00-4:00) (16:00-4:00) (16:00-5:00) (9:00-15:00) | (17:00-5:00)
Agency Cost 33200 33200 33090 35000 33500
User Cost 521 521 558 211057 309
Total Cost 33721 33721 33648 246057 33809
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Figure 8.9 Comparison of the Optimized Results and Current Policies

8.4 Summary

In this chapter, an approach for optimizing workeaharacteristics based on simulation
is discussed. In this approach, the two-stage neadi$A algorithm is applied to search an
optimal solution while the CORSIM simulation is dge evaluate the objective function value.

To reduce the computational burden imposed by timilation process, optimization
through a hybrid method is proposed. The analygthmd is used in solution evaluation in the
first stage of the two-stage modified SA algoritrmd the simulation method is applied in the
second stage. While avoiding complete simulatiorthi@ early solution search phase, this
hybrid method seek to combine the benefits of PB8A SA algorithm as well as integrate the
advantages of macroscopic analytic methods andstopic simulation methods.

A numerical example is used to test three optinornatnodels presented in the study: (1)
optimization based on simulation method; (2) optimtion based on analytic method; and (3)
optimization through hybrid method. The three mdthobtain similar optimized solutions,
which reduce the work zone costs compared to cup@ities.

The optimization based on simulation is quite tioogsuming compared to the other two

methods. The SA algorithm works efficiently in tingorid method, as we have expected.
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Chapter 9 Conclusions and Recommendations

9.1 Project Summary

Our project aimed to develop a comprehensive worlezvaluation and decision support
tool which can provide decision-makers with optinsallutions to lane closure strategies,
scheduling, work zone configuration, traffic managat and construction speed.

The project includes two phases. In Phase 1, CA4R&Shstruction Analysis for
Pavement Rehabilitation Strategies), a schedulim @oduction analysis tool developed by
researchers at University of California, Berkeleyreviewed. CA4RPRS can provide users
with useful answers to several “what-if” questiobst not optimized solutions. The work zone
activities, construction procedures and work detaibnsidered in CA4PRS give us some
references to modify the assumptions and formulati®®hase 2 was the major part of this
project. In this phase, the following tasks haverbeompleted:

(1) Based on our previous work, the analytic modelsstaady and time-dependent traffic
inflows were modified to consider flexible lane slwe strategies.

(2) To achieve more precise evaluation of work zondéoperance, the simulation model was
introduced to simulate various work zone conditiamsl evaluate the user delay caused by
work zone activities.

(3) Work zone optimization models based on the anaiggthod for steady traffic inflows, the
analytic method for time-dependent inflows and $imaulation method were presented. With
the objective of combining the benefits of optiniaa and microscopic simulation, a hybrid
approach was also developed to integrate the anahgthod and the simulation method in the
optimal search process.

(4) To integrate all the above works, a user-friendifpvgare package has been developed.

9.2 Conclusions

In this project, four major types characteristice aonsidered to define a work zone
activity: (1) lane closure alternatives includinfigetnumber of closed lanes, the number of
access lanes and the number of maintained langgipgtation characteristics including the
work zone length and work zone schedule; (3) watk parameters including the zone setup
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time (z1), the average maintenance time),(the zone setup cosiz) and the average
maintenance cost4); (4) Detour types including no detour, singleadgtand multiple detours.

For two-lane two-way highways and multiple-lane tway highways, work zone cost
models, which can evaluate the agency cost, the deday cost and the accident cost, are
formulated. Three methods are developed to estinmateuser delays caused by work zone
activities: (1) the analytic method for steady ficainflows; (2) the analytic method for time-
dependent traffic inflows; and (3) the simulatioethod based on CORSIM, a comprehensive
simulation program developed by Federal Highway Adstration (1992).

The simulation model can provide detailed repreg@nrts of traffic characteristics,
network geometrics and traffic control plans. Ifaand that CORSIM estimates higher delays
than the analytic method under uncongested traffiaditions, which is consistent with our
expectation because a simulation process can réloeraicceleration delay, deceleration delay,
shockwave delay and other components which arerégha analytic methods. However,
CORSIM estimates lower delays than the analytic hodtunder very congested traffic
conditions. This can be explained by the inabiityCORSIM to calculate the delays of the
vehicles that cannot enter the network as schedidedo the queue spillbacks beyond traffic
entry nodes in an over-saturated network.

Using the classic optimization techniques of défgral calculus, an analytic optimization
model is formed to jointly optimize the work zonength and work rates, considering
construction time-cost tradeoff relation under gtetmaffic inflows. Sensitivity analysis shows
that employing a more expensive but faster contnuanethod can help minimize the total
cost as the flow through the work zone increasesik®l in previous studies, when the time-
cost tradeoff is incorporated in the optimizatitinee optimal zone length L* does not always
decrease as the inflow increases; that lengthimlyooptimized with work rate parameters
based on several input parameters.

For time-varying traffic flows, another optimizatio method is developed to
simultaneously optimize work scheduling, work zdeegth, lane closure alternative, traffic
diversion fraction and construction speed, whilasidering the constraints on the lane closure
times, lane closure length and maximum allowableeried fractions. A heuristic algorithm,
called the two-stage modified simulated annealilggrithm (2SA), is developed to find the

optimal solution. In the first stage, an initial tiopization process is performed through a
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population-base simulated annealing (PBSA) appreachthe result will be sent to the second
stage as a relatively good initial solution. In thecond stage, a conventional simulated
annealing (SA) method is used for refined searsidenthe promising region provided by the
first step. A numerical experiment shows that PBS&forms better than traditional SA in
solving the optimization problem with multiple Ida@tima.

The objective function is to minimize the work eocost. Based on the method used to
evaluate the objective function value, the workezoptimization models can be classified into
three categories:

(1) Optimization based on analytic method (A2SA)wihich the analytic model for time-
dependent traffic inflows is used to evaluate thctive function throughout the optimization
process;

(2) Optimization based on simulation method (S23A)which we apply simulation to
evaluate the objective throughout the optimizapoocess;

(3) Optimization through a hybrid method (H2SA),which the analytic method is used
in the first stage to identify promising regions folutions without fully simulating each
solution, while the simulation method is appliedhe second stage.

The methodologies have been tested in a hypothettavork, which can be analytically
modeled. A detailed simulation model is also budr this network. Performing the
optimization based on analytic method for differaffic levels, we find that as traffic inflows
increase, fewer lanes can be allowed to closewtir& zone length as well as the work zone
duration decreases for any given lane closurerditime, a faster work rate is preferred and a
higher diverted fraction is desirable. For the teste, three optimization models obtain similar
solutions, which are better than current policiseduby Maryland SHA for this test example.
The simulation-based optimization takes much maree tthan the other two optimization
models. The convergences of the optimization pseEsefdicate that the SA algorithm in the
second stage searches efficiently through the dymethod. The hybrid method vyields the
same solution as the simulation-based optimizatitiie greatly reducing the computation

time.
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9.2 Recommendations

In future studies, possible extensions ef @nalysis and models developed in this study
are desirable, as follows:

1. Work Zone Cost Model

(1) When estimating the user cost, we consider the deskry cost and accident cost in this
study. Currently, the accident cost is proportiottathe user delays (veh.hr). It may be
more realistic to also consider vehicle miles amel difference in safety costs for various
time periods (for example, daytime may be safen thighttime in work zones). Another
significant component of road user cost, the vehigerating cost, should be explicitly and
separately estimated in future work.

(2) For the present work zone optimization, we assuradixed setup cosk) and its duration
(z5) are the same for all work zone configurations.isitalso assumed the average
maintenance timez{) and cost %) can be affected by working on multiple lanes
simultaneously. However, these time and cost paersianay vary with work zone
configurations (for example, higher work zone setopt and duration may be needed for
crossovers), existence of access lanes (for examuee access lanes may increase work
efficiency), time period of the work zone activitipr example, nighttime work zone may
cost more than daytime work zone) and other factoherefore, the cost and duration
parameters should be determined for different veanke characteristics.

2. Simulation model
In the current study, simulation is used to estartae user delays caused by work zone

activities. In fact, many other Measures of Effeetiess (MOE) can be obtained from the

simulation outputs, such as density, speed, enviemtal effects and fuel consumption. We
would seek to exploit more information provideddyulations in future research.

3. Extensions of Decision Variables

(1) Although we consider time-cost tradeoff in the optation based on analytic method for
steady traffic inflows, the work rates with diffeteconstruction time-cost combinations are
optimized discretely. By introducing a functionalation between variable cost and
variable time per lane length, we can optimize wWaek rate in a continuous way. For

reasonable simplicity and generality, the time-¢adeoff function developed in Chapter 5
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is assumed to be a hyperbolic one, which is conaed continuously differentiable.
Actually, the time-cost relation is not restrictexla particular form. Further studies are
desirable to consider more realistic cases, inolygiecewise linear functions.

(2) Besides work rate, work quality is also an impadrtssue highway agencies care about.
Work quality depends on work intention (e.g. thettleof the resurfacing work), materials
(e.g. concrete or asphalt) and construction mefaag overlay or replacement). It not only
affects the average work time and cost (z2 andattplso determines the new service life
and future maintenance frequency. Decision varsaldtated to work quality can be added
in our optimization model. And in this case, cgsts lane length per time unit would be
used as measures of effectiveness.

(3) In this study, it is assumed a maintenance pragedivided into recursive work zones with
the same characteristics. For example, a projecbeacompleted in four one-lane closure
8-hour nighttime work zones. In a future studyfedignt work zones could be considered
within one project. The transition and integratimhzones should be considered if their
configurations are different.

(4) In the current models the diversion fractions stagstant while one zone is resurfaced.
However, diversion fractions which vary with timegkndent inflows may be considered
for dynamic traffic control. Further research omdtdepedent diversion fractions is
desirable.

4. Consideration of Demand Changes
For long-term projects which are well publicizednotorists, users’ travel behaviors may

change. Therefore, traffic assignment considersgy equilibrium may be needed to estimate

the traffic as modified by work zone conditions.

5. Optimization Algorithm
In the hybrid approach proposed in this study,ahalytic method and simulation method

are used in different stages. Local search basedirnlation method is performed in a

relatively good neighborhood obtained in the fatstge. The algorithm might be more efficient

when employing both methods in the first stage gi§IBSA algorithm by performing multiple
analytic optimization steps between each simulagiep.

6. Parallel Computing
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Although the use of heuristics can significantlgluee the temporal complexity of the
search process, the latter remains time-consumspgaogally when objective functions are
evaluated through simulation. Adapting the PBSAoatgm for parallel computing is a

promising approach for speeding up the optimizapimtess.
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